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We would like you to cover the following topics:

"What are the observational constraints on the physical mechanisms 
that are responsible for heating in the chromosphere? 

Given the observational clues/constraints, which mechanisms seem 
likely to play a role?"
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Fig. 4. Left: stratification of the temperature in the FALA, FALC, Holweger-Müller, and C6 model atmospheres. Right: resulting calcium profiles.
Except for the Holweger-Müller model atmosphere, which does not show a temperature rise, all model atmospheres result in two emission peaks.
We set the nearby pseudo-continuum of the FALC profile to unity and use this normalization factor for all synthetic profiles. The observed reversal-
free profile in the bottom left panel of Fig. 2 is shown in gray. All synthetic profiles convolved to the spectral resolution of the observed spectra;
scattered light removed from the observed profiles.

at the H2v and H2r wavelengths. All the synthetic profiles are
significantly different from the observed reversal-free profiles.
It might suggest that, e.g., the temperature rise in the chromo-
sphere is either shifted to higher layers, or the temperature gra-
dient is not as steep as proposed by, for example, the C6 model.
For a very inhomogeneous model atmosphere, the region with
high emission may be very “patchy”.

The new chromospheric model C6, like FALC, includes a
chromospheric temperature rise. If one considers a velocity strat-
ification in the atmosphere, it will be possible to reproduce a
variety of asymmetric calcium profiles (e.g., Heasley 1975).
However, it is not trivial to diminish both emission peaks at
the same time to reproduce a reversal-free profile. As seen in
Fig. 4, none of the applied models with a chromospheric tem-
perature rise produces a reversal-free calcium profile. While the
C6, FALA, and FALC models look too hot, with strong emission
peaks, the Holweger-Müller model fails due to its very deep cal-
cium core. The dynamical models of Carlsson & Stein (1994,
1997) and Rammacher & Cuntz (2005) have episodes (signifi-
cantly) cooler than the Holweger-Müller model with correspond-
ingly lower line core intensities (Uitenbroek 2002; Rammacher
2005). It should be remembered, however, that the chromo-
spheric radiative transfer in those simulations is not “consistent”:
important cooling agents are not represented at all and deviations
from various equilibrium states are ignored.

4. Modified model atmospheres

Given the large deviations between all synthetic profiles of the
Ca H line and the observed reversal-free profiles, it is tempting
to try to obtain a closer match to the observed profiles by mak-
ing changes to one of the model atmospheres, specifically to the
FALC model. This procedure is by no means unique and given
that we employ static models it is not clear whether we can re-
produce the observed profiles that result from the dynamic and
highly-structured solar atmosphere. We could end up adjusting
all atmospheric parameters and still not get a satisfactory match.
Instead, we choose to adjust only the FALC temperature in a
very schematic way to get at least an indication which changes
might be needed. We stress, however, that these modified models
are no longer consistent since only the temperature is changed
and all other parameters are left intact. They may not reproduce
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Fig. 5. Intensity contribution function for the inner part of the
Ca H line computed for the FALC model. The black line is the cal-
cium profile of the model.

observed profiles of other lines. From the NLTE radiative trans-
fer computations we know that the monochromatic source func-
tion follows the local temperature fairly well throughout most
of the Ca H line, even though it is a strong, scattering line.
This means that a naive change of the temperature stratifica-
tion at some height translates into a change in emergent inten-
sity for those parts of the line that form at that particular height.
The intensity contribution function for the Ca H line (Fig. 5)
indicates that the formation range for any given wavelength
is very limited, which means that temperature corrections at a
given height will lead to predictable line profile changes. This
procedure should work particularly well for the line wings up to
the H1 minima, where the source function is very close to LTE,
and for the very core, whose source function drops way below
the Planck function in a predictable way. However, even though
the formation range at any wavelength within the H2 peaks is
narrow, the wide range of formation heights spanned by these
peaks as a whole necessitates temperature changes over a wide
height range to suppress the emission peaks completely. In ad-
dition, we need a rather high temperature in the upper chro-
mosphere to obtain a reasonable core intensity; for that reason
we use the FALC model as starting point. This means that we
may only change the temperature structure in the lower and
middle chromosphere: we created models with the temperature

fitted models

radiative equilibrium

Adapted from Rezaei et al. (2008)

Sustained chromospheric 
radiative losses of:


• 4 kW m-2 in quiet Sun

• 20 kW m-2 in active regions

No information about the 
heating processes!



What might heat the chromosphere?

Many heating and energy transport mechanisms have been proposed from theoretical studies:

Magneto-acoustic waves and 
shocks

Magnetic reconnection

Ohmic current dissipation

Viscous heating

Ambipolar diffusion

Turbulent Alfvén wave cascade

The question is: 

In which proportion are they contributing in different chromospheric conditions?
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Estimating these heating terms require knowledge 
of the magnetic field or the electric current vectors



Radiative losses: the energy budget

But we can estimate chromospheric 
heating / cooling with radiative losses 

Q = ∇ ⋅ F = ∮ ∫
∞

0
αν(Sν − Iν)dνdΩ

We cannot directly measure 
chromospheric heating

The most important 
chromospheric diagnostics in H, 
Ca II and Mg II must be included

Observations

NLTE inversion

Model atmosphere

Radiative losses Diffusivities and currents



Radiative losses: QS  / inter-network

de la Cruz Rodriguez & Leenaarts (in prep.)



Radiative losses: QS  / inter-network

400 nm Ca II K 

B∥ (Fe I 617.3 nm)
SST CRISP/

B∥ (Ca II 854.2 nm)

cycles, ending with nine nodes in temperature, five nodes in vlos,
and three nodes in microturbulence. Through trial and error we
found that these are the minimum numbers of nodes that provide
reasonably good fits to the IRIS QS Mg II h and k and UV triplet
lines. The gas pressure at the upper boundary of the model
atmosphere is also considered as a free parameter. For the initial
atmosphere, we used the FALC model (Fontenla et al. 1993).
The initial model contains a given stratification of temperature,
vlos, microturbulence, and the gas pressure as a function of
optical depth. To get sufficient emission in the line cores, we
increased the FALC gas pressure by an order of magnitude. The
second cycle is initialized by employing the model atmosphere
obtained in the first cycle. To derive a more reliable photospheric
vlos, we included the photospheric Ni I 2814.350Å line
following the strategy from de la Cruz Rodríguez et al. (2016),
which is modeled in LTE.

The uncertainties in temperature and LOS velocity that can
be expected from the inversions are shown as the gray and red
shaded areas in Figure 6. They are computed as the standard
deviations of the corresponding atmospheric parameters
obtained through inversions of the selected IRIS lines in two
pixels using 1000 randomly perturbed initial model atmo-
spheres. One pixel is located within a non-magnetic QS region
(black lines) while the other one represents a cancellation
region (red lines).

Another way to calculate the uncertainties of the model is
given by Equation (42) in del Toro Iniesta & Ruiz Cobo
(2016):
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where n is the number of optical depth points, m is the number
of physical quantities varying with depth, while r represents
those that are constant with height. s and i scan over the four
Stokes parameters and q wavelength samples, respectively. Is

syn

and Is
obs are the synthetic and the observed intensity profiles.

Rp,s are the response functions of a given Stokes parameter to
perturbations of the atmospheric quantity p, which runs from 1
to nm+r. Finally, ωs,i stands for the weights of the Stokes
parameters. The uncertainties are shown in Figure 6 as the
green shaded areas around the curves representing the
canceling pixel, and for clarity, they are omitted for the QS

pixel. As can be seen, they are of the same order of magnitude
as the uncertainties derived from the Monte Carlo approach.

4. Results

Using the corrected YAFTA output, we identified all total
and partial cancellations of flux patches in Mg 5173Å
magnetograms. In total, we detected 411 cancellation events
(592 magnetic elements), 32 of which include only NE patches.
However, since NE cancellations play only a minor role in our
observations and for the sake of simplicity, we will consider all
cancellation events as IN cancellations further in our analyses.
This accounts for 0.1 elements per arcsec2 and per hour. Many
cancellations show the standard evolutionary pattern. Two
opposite-polarity patches approach each other and start
decreasing in size and flux. If the cancellation is total, they
completely disappear from the magnetograms. Otherwise,
either one or both elements survive the interaction. The
interacting magnetic features can also be seen in intensity
filtergrams as two tiny bright structures located in intergranular
lanes that move toward each other. This is accompanied by
increased brightening in the IRIS slit-jaw and Ca II8542Å images.
Some cancellations undergo much more complex evolution, which
includes surface processes such as fragmentations and mergings of
flux patches.
If we discard 51 cancellation events that are not covered by

IRIS due to decreasing overlapping FOV between the SST and
IRIS observations, 76% of the detected cancellation events are
cospatial with SJI 1400 signals. The signal-weighted centers of
the bright grains are on average by 0 5 away from the
corresponding cancellation site centers (defined as the center of
intersections between interacting opposite-polarity flux
patches). This small dislocation is likely the result of the
alignment uncertainty. As mentioned before, SJI 1400 bright
features are detected by taking into account all of the pixels
above the threshold level of 60 counts per pixel. When the
threshold and minimum size of SJI 1400 features are set to
70 counts and 4 pixels, respectively, 70% of the cancellation
events overlap with SJI 1400 structures. This ratio increases to
87% if all pixels above 40 counts are considered. Too
restrictive selection criteria imply that many real signals will
remain undetected. On the other hand, too low thresholds yield
numerous identifications of spurious features. Since the ratio
between these two limiting scenarios does not change by more
than 10%, we are confident that the SJI 1400 signal we detect

Figure 6. Uncertainties inferred from the inversions of the Mg II h and k and UV triplet lines. The solid black (a QS pixel) and red (pixel within a cancellation region)
curves show the temperature (left panel) and LOS velocity (right panel) distributions. The gray and red shaded areas cover their respective uncertainty regions. In
addition to this, the green shaded areas around the curves representing the canceling pixel show the uncertainties derived from the corresponding response functions.
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Gosic et al. (2018)



Radiative losses: magnetic reconnection
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Diaz Baso, de la Cruz Rodriguez & Leenaarts (2020)



Radiative losses: umbral flashes

de la Cruz Rodriguez & Leenaarts (in prep.)



Radiative losses: umbral flashes
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Radiative losses: plage

• Upper photosphere: radiative losses dominate between footpoints (canopy effect)


• Chromosphere: Radiative losses are room filling over the photospheric footpoints

R. Morosin et al.: Stratification of canopy magnetic fields in a plage region

Fig. 15. Inferred |B|, |B?| and ✓ (inclination) maps for spectral region (c) (i.e., based on Mg i 5173 Å core spectral window).

visible in panel c are now hidden below the canopy. The clear-
est example of this e↵ect can be found in the negative polarity
patches located around (x, y) = (1000, 4300). The overall topology
is smooth over the entire FOV.

5.2. Reconstruction of B?

While we have applied our method to all spectral windows, only
the results from spectral window (c) could be meaningfully inter-
preted as the data in the other spectral windows did not have
su�cient signal-to-noise over the entire plage patch. Figure 15
presents the resulting maps of |B|, |B?| and ✓. The |B| map con-
firms the results from our inference of Bk and the entire region
seems to be covered by a magnetic canopy with a mean value of
658 G. From the maps of B? it also becomes clear that the mag-
netic field in the center of the patch is more vertical and becomes
stronger only closer to the edges. The strongest horizontal values
that we get are around 607 G and they are anchored at the edge
of the patch with an approximate inclination of ✓ = 83� relative
to the line-of-sight. The mean inclination inside the plage patch
is about 25� in the observer’s reference frame.

5.3. Reconstruction of the depth stratification

Using the formation heights that we calculated in Sect. 4.3 we
can reconstruct the stratification of Bk along the slit illustrated in
Fig. 14. In each pixel we have four values of the magnetic field
and an associated z-value. We have interpolated Bk in all pixels
along the slit to a equidistant z-scale and the resulting stratifi-
cation is displayed in Fig. 16. On the left vertical axis we have
indicated the mean formation height of each spectral window
using colored ticks.

Assuming that our approximations are valid, this figure illus-
trates that the edge of the magnetic canopy must be located
between 300 km and 600 km from the continuum formation
layer. Table 1 summarizes some statistics of the reconstruction
of Bk. Although the mean magnetic field value does not change
significantly as a function of height from 500 km to 1000 km,
the large change in the standard deviation illustrates the e↵ect of
having a more homogeneous value in the upper layers and more
confined and extreme values deeper down. The mean canopy
magnetic field value at z = 1000 km is Bk = 449 G.
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Fig. 16. Vertical reconstruction of the canopy magnetic field from the
observations. The vertical cut corresponds to the blue slit indicated in
panel a of Fig. 14. The colored ticks indicate the mean formation region
of each spectral region indicated in Table 1: (a) blue, (b) red, (c) yellow
(d) black. The z-scale has been estimated for each pixel from its atmo-
sphere derived from an NLTE inversion assuming hydrostatic equilib-
rium.

6. Conclusions

We have implemented a spatially-regularized weak-field approx-
imation by imposing Tikhonov regularization. This type of `-
2 regularization has been commonly used in di↵erent stel-
lar Doppler imaging applications (Piskunov 1990; Piskunov &
Kochukhov 2002; Rosén et al. 2015; Kochukhov 2017), but to
our knowledge this is the first time it is used in combination
with the WFA in solar applications with spatially resolved data.
This method exploits the sparsity of solar data to find solutions
that are spatially coherent. Our implementation of the spatially-
regularized WFA is publicly available1.

Setting spatial constraints on the WFA reduces the noise
present in the reconstructed maps and it improves the fidelity of
the reconstruction by coupling the solution spatially. However,
the spatial resolution that this method is capable of achieving is
still set by the telescope di↵raction limit, by the spatial and spec-
tral sampling of the data and by the noise level. The latter is the
dominant factor in the upper-right part of our grid (Figs. 5 and 7)
as the higher spatial frequencies of the signal cannot be distin-
guished from noise any longer and we can only aim at retrieving
larger scale details. In our study the parameter dependence is lin-
ear and therefore, the regularized WFA method only required a
modification of the left-hand side term in the WFA equations.

The estimation of errors for the WFA becomes less obvious
because now the magnetic field solution depends on more than

1 https://github.com/morosinroberta/spatial_WFA
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Fig. 7. Maps of the radiative losses, temperature, and parallel magnetic field for di↵erent heights in the solar atmosphere. Top row: derived radiative
losses for the entire FOV for the first time-step. The first panel from the left represents the total radiative losses integrated over the chromosphere.
The other three panels show the radiative losses integrated over the lower, middle, and upper chromosphere, respectively. Middle row: maps of the
temperature for four di↵erent heights in the solar atmosphere. The height increases from left to right. Bottom row: maps of the parallel magnetic
field for four di↵erent heights in the solar atmosphere. The height is increasing from left to right. The first panels in the middle and bottom rows
represent the T and B|| in the photosphere, respectively. The green contours indicate the area where Q < const ⇤ Q̃layer kW m�2 in the corresponding
atmosphere layer, where Q̃layer is the median value of Q in the corresponding layer. Const= 1.6 for the lower and middle chromosphere, and
const= 0.7 for the upper layer.

left to right, the contours plotted in three of the four panels cor-
respond to a fraction of the median value of the radiative losses
(Q < const⇤ Q̃layer kW m�2, where Q̃layer is the average net radia-
tive loss in that layer) in the lower chromosphere, in the middle
chromosphere, and in the upper chromosphere. In the lower and
middle chromosphere, the bulk of the radiative losses is concen-
trated in the areas surrounding the strongest photospheric mag-
netic field concentrations but not inside the latter. The distribu-
tion of the largest temperatures is also greatly correlated with
the magnetic canopy. The photospheric temperature panel shows
that our FOV contains a number of small pores. We discuss the
e↵ect of pores in Sect. 5.2. In the lower chromosphere, the peak
values of the radiative losses reach ⇠�20 kW m�2. The lower-
left panel in Fig. 8 shows that the Ca ii contribution dominates in
the lower chromosphere, and the canopy shape is already visible
there.

In the middle chromosphere, the magnetic field becomes
smoother and the magnetic canopy is clearly visible in the Bk

image, suggesting that at this depth we are already sampling
above the lower edge of the canopy. The Qmiddle shows a sim-
ilar picture with slightly smaller radiative losses. The tempera-
ture image shows a nearly homogeneous value of approximately
6.5 kK, while most pores appear as cold holes in the canopy.

In the upper chromosphere, the integrated radiative losses
are dominated by the H i contribution. In this layer, the radia-
tive losses, the enhanced chromospheric temperature and the
magnetic field form a patch above the plage target with rela-
tively constant values of hQi ⇡ �22 kW m�2, hT i ⇡ 8.5 kK and
h|Bk|i ⇡ 370 G. In this layer only the strongest pores are visible
in the temperature map and in the radiative losses map.

5.2. The effect of pores

The presence of pores in plage seem to have a clear imprint
in the statistics of the derived physical parameters (see e.g.,
Chintzoglou et al. 2021). Our target contains several pores,
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Fig. 7. Maps of the radiative losses, temperature, and parallel magnetic field for di↵erent heights in the solar atmosphere. Top row: derived radiative
losses for the entire FOV for the first time-step. The first panel from the left represents the total radiative losses integrated over the chromosphere.
The other three panels show the radiative losses integrated over the lower, middle, and upper chromosphere, respectively. Middle row: maps of the
temperature for four di↵erent heights in the solar atmosphere. The height increases from left to right. Bottom row: maps of the parallel magnetic
field for four di↵erent heights in the solar atmosphere. The height is increasing from left to right. The first panels in the middle and bottom rows
represent the T and B|| in the photosphere, respectively. The green contours indicate the area where Q < const ⇤ Q̃layer kW m�2 in the corresponding
atmosphere layer, where Q̃layer is the median value of Q in the corresponding layer. Const= 1.6 for the lower and middle chromosphere, and
const= 0.7 for the upper layer.

left to right, the contours plotted in three of the four panels cor-
respond to a fraction of the median value of the radiative losses
(Q < const⇤ Q̃layer kW m�2, where Q̃layer is the average net radia-
tive loss in that layer) in the lower chromosphere, in the middle
chromosphere, and in the upper chromosphere. In the lower and
middle chromosphere, the bulk of the radiative losses is concen-
trated in the areas surrounding the strongest photospheric mag-
netic field concentrations but not inside the latter. The distribu-
tion of the largest temperatures is also greatly correlated with
the magnetic canopy. The photospheric temperature panel shows
that our FOV contains a number of small pores. We discuss the
e↵ect of pores in Sect. 5.2. In the lower chromosphere, the peak
values of the radiative losses reach ⇠�20 kW m�2. The lower-
left panel in Fig. 8 shows that the Ca ii contribution dominates in
the lower chromosphere, and the canopy shape is already visible
there.

In the middle chromosphere, the magnetic field becomes
smoother and the magnetic canopy is clearly visible in the Bk

image, suggesting that at this depth we are already sampling
above the lower edge of the canopy. The Qmiddle shows a sim-
ilar picture with slightly smaller radiative losses. The tempera-
ture image shows a nearly homogeneous value of approximately
6.5 kK, while most pores appear as cold holes in the canopy.

In the upper chromosphere, the integrated radiative losses
are dominated by the H i contribution. In this layer, the radia-
tive losses, the enhanced chromospheric temperature and the
magnetic field form a patch above the plage target with rela-
tively constant values of hQi ⇡ �22 kW m�2, hT i ⇡ 8.5 kK and
h|Bk|i ⇡ 370 G. In this layer only the strongest pores are visible
in the temperature map and in the radiative losses map.

5.2. The effect of pores

The presence of pores in plage seem to have a clear imprint
in the statistics of the derived physical parameters (see e.g.,
Chintzoglou et al. 2021). Our target contains several pores,
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Fig. 7. Maps of the radiative losses, temperature, and parallel magnetic field for di↵erent heights in the solar atmosphere. Top row: derived radiative
losses for the entire FOV for the first time-step. The first panel from the left represents the total radiative losses integrated over the chromosphere.
The other three panels show the radiative losses integrated over the lower, middle, and upper chromosphere, respectively. Middle row: maps of the
temperature for four di↵erent heights in the solar atmosphere. The height increases from left to right. Bottom row: maps of the parallel magnetic
field for four di↵erent heights in the solar atmosphere. The height is increasing from left to right. The first panels in the middle and bottom rows
represent the T and B|| in the photosphere, respectively. The green contours indicate the area where Q < const ⇤ Q̃layer kW m�2 in the corresponding
atmosphere layer, where Q̃layer is the median value of Q in the corresponding layer. Const= 1.6 for the lower and middle chromosphere, and
const= 0.7 for the upper layer.

left to right, the contours plotted in three of the four panels cor-
respond to a fraction of the median value of the radiative losses
(Q < const⇤ Q̃layer kW m�2, where Q̃layer is the average net radia-
tive loss in that layer) in the lower chromosphere, in the middle
chromosphere, and in the upper chromosphere. In the lower and
middle chromosphere, the bulk of the radiative losses is concen-
trated in the areas surrounding the strongest photospheric mag-
netic field concentrations but not inside the latter. The distribu-
tion of the largest temperatures is also greatly correlated with
the magnetic canopy. The photospheric temperature panel shows
that our FOV contains a number of small pores. We discuss the
e↵ect of pores in Sect. 5.2. In the lower chromosphere, the peak
values of the radiative losses reach ⇠�20 kW m�2. The lower-
left panel in Fig. 8 shows that the Ca ii contribution dominates in
the lower chromosphere, and the canopy shape is already visible
there.

In the middle chromosphere, the magnetic field becomes
smoother and the magnetic canopy is clearly visible in the Bk

image, suggesting that at this depth we are already sampling
above the lower edge of the canopy. The Qmiddle shows a sim-
ilar picture with slightly smaller radiative losses. The tempera-
ture image shows a nearly homogeneous value of approximately
6.5 kK, while most pores appear as cold holes in the canopy.

In the upper chromosphere, the integrated radiative losses
are dominated by the H i contribution. In this layer, the radia-
tive losses, the enhanced chromospheric temperature and the
magnetic field form a patch above the plage target with rela-
tively constant values of hQi ⇡ �22 kW m�2, hT i ⇡ 8.5 kK and
h|Bk|i ⇡ 370 G. In this layer only the strongest pores are visible
in the temperature map and in the radiative losses map.

5.2. The effect of pores

The presence of pores in plage seem to have a clear imprint
in the statistics of the derived physical parameters (see e.g.,
Chintzoglou et al. 2021). Our target contains several pores,
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Radiative losses: plage

Morosin et al. (2022)
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Fig. 9. Vertical cut corresponding to the white dashed line of Fig. 7.
The total integrated radiative losses have been divided by the model
densities ⇢ and are represented using a symmetrical logarithmic scale.

Fig. 10. Time-evolution of the radiative losses and of vLOS for two
selected pixels and a region in the FOV. The two chosen pixels are indi-
cated with green crosses in Fig. 7. Left: time-evolution of Q (top panel)
and vLOS (bottom panel) for the first random pixel. Right: time-evolution
of Q (top panel) and vLOS (bottom panel) for the second random pixel.

cover a total time of �t = 12.19 min. In Sect. 1 we mention that
magnetoacoustic waves and shocks can contribute significantly
to the heating of plage, and their imprint should be periodic.
Our aim is to separate the contribution of Ohmic heating from
the contribution of waves and shocks (De Pontieu et al. 2007;
Hasan & van Ballegooijen 2008) by analyzing a time-series.

In order to get an idea of the dominant period (p), ampli-
tude (A), phase (�) and o↵set (Co↵) of the oscillatory behavior,
we fitted a very simple model y = Co↵ + A · sin(� + pt) to the
vLOS and Qtot temporal curves. The results for two random pix-
els are shown in the left and in the middle panels of Fig. 10.
The selected pixels are marked with green crosses in Fig. 7. The
vLOS is estimated in the region at cmass = �3.8, corresponding
to middle and upper chromosphere. The results are in line with
previous studies about wave propagation in di↵erent targets of
the solar atmosphere. Both curves have very similar periods, but
there is a phase shift between Qtot and vLOS, which we discuss
below.

The fitting procedure has been extended to the red high-
lighted region in the left top panel of Fig. 7. We plotted a map
for each parameter of the sinusoidal function in Fig. 11. The
displayed parameters represent the quantities characterizing the
time-evolution of Q, vLOS and vturb (from the top row). As a refer-
ence, average values of the parameters over the region are given
in Table 2. In our model, the o↵set is the value of Q or vLOS not
related to the periodic wave. In the case of the radiative losses,
our interpretation is that it contains the contribution from other
heating phenomena, such as Ohmic dissipation, ion-neutral col-
lisions, and so on. The top-left panel of Fig. 11 shows a smooth

distribution of the o↵set values. Although the smallest scales are
not present in this plot, there is large-scale variation across the
panel.

If we neglect the upper central part of the maps, outside the
boundary of the plage region, the average amplitudes become
amp

Q
= 7.6 kW m�2 and ampvLOS

= 3.2 km s�1. The latter is
in agreement with values reported by Centeno et al. (2009) in
a facular region using the He i 10830 Å line. The relatively large
value of the period in the chromosphere could be due to the prop-
agation along an inclined magnetic field line which can extend
the cut-o↵ frequency in the chromosphere (e.g., Bloomfield et al.
2007).

The third column of Fig. 11 shows the period maps of both
Q an vLOS. The yellow contours indicate those areas where the
radiative losses are particularly strong (Q < �20 kW m�2). The
average period of oscillation for Q is p

Q
= 5.5 min, while con-

sidering only the region inside the contour it drops to p
Q
=

5.2 min. These results found for vLOS are in line with previous
works (de Pontieu 2004; Centeno et al. 2009), with a value of
pvLOS

= 5.5 min. We note that in the plage area (bottom half
of the panel) the periods present a relatively smooth distribu-
tion, between 4 and 5 min, whereas the upper area of the image,
outside the plage region, shows elongated features with longer
periods. The latter is located at the plage boundary, where the
magnetic field is more horizontal. The phase di↵erence between
the radiative losses and the line-of-sight velocity is dominated
by values close to ⇡/2. As the behavior of the radiative losses is
dominated by the temperature, we are recovering the usual phase
relation for running waves.

Although we do not include plots showing the imprint of the
periodic signal in each of the sub-layers of the chromosphere
investigated here, we performed the fits individually for each
layer. In the lower and middle chromosphere, the modulation
amplitude is of the order of 1 kW m�2, whereas in the upper
chromosphere we get values much closer to the integral over the
entire chromosphere. Therefore, we can conclude that although
the imprint of waves is present in the lower and middle chromo-
sphere, their contribution is larger in the upper chromosphere.

A potential source of error in our results is the presence of
stray light in the data. The e↵ect of stray light in the inten-
sity images is to decrease the rms contrast of small-scale fea-
tures. We estimate the Strehl ratio of our observations to be 0.6.
According to Scharmer et al. (2019), for that Strehl ratio, the
main stray-light contribution at the SST and its instrumentation
is from uncorrected high-order aberrations, with a dominant con-
tribution from within 100 radius (see also, Scharmer et al. 2011).
However, we cannot directly translate the e↵ect of stray light
into a quantitative estimate of the error in the derived radiative
losses. The o↵set map shows blobs with typical sizes of 1�200
and therefore we estimate the e↵ect of stray light to be minimal
there. Nevertheless, the amplitude of the periodic component
map shows fine structure down to 0.200, which is significantly
smaller than the expected stray-light PSF radius. Although it
is clear that stray light is not washing out the smallest scales,
they must still be a↵ected by it. Therefore, we conclude that
the amplitudes of the periodic component, which we associate
with wave heating, are more a↵ected by stray light than the o↵-
set map. The estimated contribution of wave heating to the net
radiative losses must therefore be considered a lower limit.

6. Discussion and conclusions

Our temporal analysis allows us to quantify the contribution
from a periodic component, which we associate with wave
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R. Morosin et al.: Spatio-temporal analysis of chromospheric heating in a plage region

Fig. 11. Maps of the parameters (o↵set, amplitude, period, and phase) of the sinusoidal functions obtained for the red region of Fig. 7. Top row:
quantities characterizing the sinusoidal time-evolution of the radiative losses, while the second row represents the quantities characterizing the
time-evolution of vLOS at cmass = �3.8. In the maps of the period, yellow contours indicate the plage area corresponding to Q < �20 kW m�2 (see
Fig. 7). The first column from the right shows the phase di↵erence between Q and vLOS. Bottom row: quantities of the sinusoidal evolution for vturb
at cmass = �3.8.

Table 2. Average values of the parameters of the sinusoidal functions
obtained over the red region of Fig. 7.

O↵set Amplitude Period Phase

Q �26.1 [kW m�2] 7.0 [kW m�2] 5.5 [min] 3.3 [rad]
vLOS �0.1 [km s�1] 2.9 [km s�1] 5.5 [min] 3.4 [rad]

Notes. Each value of the table corresponds to the average of the respec-
tive panel of Fig. 11.

heating. This component is weaker than the o↵set (background)
value of the heating terms and has a mean modulation ampli-
tude of ⇠7.0 kW m�2. This component is responsible for the very
fine structure that we observe in the Qtot maps. The o↵set value,
which we associate with a more static or very slowly evolving
component, has a mean value of ⇠�26.1 kW m�2. The map con-
structed from the o↵set value is relatively smooth, which could
also point to a magnetic origin. On the Sun, the � = 2µPg/B2 = 1
layer is usually located in the lower chromosphere, and therefore
the magnetic field becomes smooth and room-filling above that
layer. Having a relatively smooth o↵set map signals a magnetic
origin. The amplitude of the periodic component of the radia-
tive losses is almost a factor four larger in the upper chromo-
sphere than in the lower and middle regions. Given the spatial
distribution of periods and the relatively homogeneous ⇡/2 phase
di↵erence, we associate the periodic component with compress-
ible acoustic waves (the slow-mode of magnetoacoustic waves
when vA > cs). This argument is further supported by Fig. 12,

where we show the time-evolution of the 8542 Å line at three
random pixels selected in the middle of the canopy areas that are
located in the surroundings of the photospheric magnetic ele-
ments. In all cases, the classical saw-tooth pattern from acous-
tic shocks is clearly visible (see, e.g., Carlsson & Stein 1992;
Langangen et al. 2008; Vecchio et al. 2009).

Our results show that in the lower and middle chromosphere
the radiative losses are distributed in areas surrounding the pho-
tospheric footpoints of the magnetic canopy. We do not see
enhanced radiative losses within the magnetic footpoints of the
canopy. Furthermore, de la Cruz Rodríguez et al. (2013) showed
that in those canopy regions the Ca ii 8542 Å line profiles have
a peculiar shape that can be explained by the presence of a hot
magnetic canopy in the chromosphere that extends over a rel-
atively quiet photosphere. The magnetic canopy should have
a relatively sharp lower edge, where current sheets should be
found through the relation j = r ⇥ B/µ. Although, our inverted
models have a low depth resolution in the magnetic field recon-
struction due to the S/N of our observations, the temperature
stratification was derived with more than twice the number of
nodes and we do see a relatively sharp canopy boundary there.
Therefore, we argue that in the lower chromosphere of plage,
Ohmic current dissipation must be responsible for the bulk of
the heating. We also argue that if wave heating were a domi-
nant phenomena in the lower chromosphere, its imprint should
also be visible inside the magnetic footpoints, which we do
not observe in our results (see e.g., Hasan & van Ballegooijen
2008). Brandenburg & Rempel (2019) also showed that Ohmic
dissipation works e�ciently in the photosphere and the lower
chromosphere.
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“Radiative losses allow us to estimate the total energy budget and  
we can look at correlations with other parameters"

“Can we do (observationally) better?“



Can we separate the contribution from different heating terms?

Many contributions are characterized through a diffusivity:

• Ambipolar diffusion: 


• Ohmic dissipation: 


• Viscous heating: 


• Wave dissipation flux:  

QA = ηAJ2
⊥

QO = ηOJ2

Hν = νvis [ 1
2
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2
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The diffusivities can be 
estimated from the 

inversion results

Estimating the current 
vector and  requires 

spatial derivatives
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Fig. 1. Overview of the observed active region in Ca ii 8542 Å, Fe i 6173 Å and Ca ii K and polarization maps. Top row: Ca ii 8542 Å Stokes I (left)
at �� =172 mÅ from line center, Fe i 6173 Å Stokes I (middle) at �� =105 mÅ from line center and Ca ii K Stokes I (right) at �� =100 mÅ from
line center. The FOV of CHROMIS is indicated with the white rectangle over the FOV of CRISP. Bottom row: Wavelength-averaged linear and
circular polarization maps of the observed active region in Ca ii 8542 Å, respectively based on Stokes Q and U and the latter is based on Stokes V .
The red dashed squares are the areas used for the temporal analysis.

Spectral line Wavelength positions [mÅ]
Ca ii K -1800, -1500, -1200, -900, -800, -700, -600, -500, -400, -300, -200, -100, 0,

100, 200, 300, 400, 500, 600, 700, 800, 900, 1200, 1500, 1800
Fe i 6173 Å -175, -105, -70, -35, 0, 35, 70, 105, 175
Ca ii 8542 Å -903, -731, -559, -430, -301, -172, -86, 0, 86, 172, 301, 430, 559, 731, 903

Table 1. Observed line positions with CRISP (Ca ii 8542 Å and Fe i 6173 Å) and CHROMIS (Ca ii K), relative to line center.

2. Observations and data reduction

The observed target is the NOAA12824 active region, observed
at (X,Y = 69800, 38700), corresponding to a viewing angle of µ =
0.54. The active region has been observed with the Swedish 1-m
Solar Telescope (SST; Scharmer et al. 2003) on the 26th of May
2021 at 09:48 UT. The target is a complex and rapidly evolv-
ing active region in which it is possible to identify few sunspots,
pores, umbral areas, loops, microflares and Ei↵el tower-shaped
jets. The CRisp Imaging Spectro-Polarimeter (CRISP; Scharmer
et al. 2008) was used to obtain full-Stokes observations (de Wijn
et al. 2021) in the Ca ii 8542 Å and Fe i 6173 Å lines, while the
CHROMospheric Imaging Spectrometer (CHROMIS; Scharmer
2017) was used to observe the intensity of Ca ii K and a contin-
uum point at 400 nm.

The Ca ii 8542 Å line was sampled at 17 wavelength po-
sitions, while Fe i 6173 Å was sampled at 9 wavelength posi-
tions. The total observation time with CRISP covers a time of
26 min, with a cadence of �t ⇠ 19s. The Ca ii K observations

with CHROMIS were sampled at 25 wavelength positions. Un-
like CRISP, CHROMIS observations started at 09:55 UT and
lasted for 19 min, with a cadence of �t ⇠ 7s. The observed line
positions for each spectral line are summarized in Table 1.

The SSTRED (de la Cruz Rodríguez et al. 2015; Löfdahl
et al. 2021) pipeline have been used to reduce and postpro-
cess the data, including image reconstruction with the Multi-
Object Multi-Frame Blind Deconvolution method (MOMFBD)
van Noort et al. (2005).

The observed active region is presented in Fig. 1 for the three
observed spectral lines Ca ii 8542 Å, Fe i 6173 Å and Ca iiK (up-
per row). The observations are shown after the data reduction,
but before co-alignment of the di↵erent channels. The white rect-
angle shows the overlapping are between the two instruments.
The upper left panel in Ca ii 8542 Å and the upper right panel in
Ca ii K shows the complexity of the active region in the chromo-
sphere. An "Ei↵el Tower" jet (Shibata et al. 1992) is visible in
the right part of the FOV, while other types of flare activity are
visible close to the sunspots in the upper left corner. Enhanced
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Fig. 1. Overview of the observed active region in Ca ii 8542 Å, Fe i 6173 Å and Ca ii K and polarization maps. Top row: Ca ii 8542 Å Stokes I (left)
at �� =172 mÅ from line center, Fe i 6173 Å Stokes I (middle) at �� =105 mÅ from line center and Ca ii K Stokes I (right) at �� =100 mÅ from
line center. The FOV of CHROMIS is indicated with the white rectangle over the FOV of CRISP. Bottom row: Wavelength-averaged linear and
circular polarization maps of the observed active region in Ca ii 8542 Å, respectively based on Stokes Q and U and the latter is based on Stokes V .
The red dashed squares are the areas used for the temporal analysis.

Spectral line Wavelength positions [mÅ]
Ca ii K -1800, -1500, -1200, -900, -800, -700, -600, -500, -400, -300, -200, -100, 0,

100, 200, 300, 400, 500, 600, 700, 800, 900, 1200, 1500, 1800
Fe i 6173 Å -175, -105, -70, -35, 0, 35, 70, 105, 175
Ca ii 8542 Å -903, -731, -559, -430, -301, -172, -86, 0, 86, 172, 301, 430, 559, 731, 903

Table 1. Observed line positions with CRISP (Ca ii 8542 Å and Fe i 6173 Å) and CHROMIS (Ca ii K), relative to line center.

2. Observations and data reduction

The observed target is the NOAA12824 active region, observed
at (X,Y = 69800, 38700), corresponding to a viewing angle of µ =
0.54. The active region has been observed with the Swedish 1-m
Solar Telescope (SST; Scharmer et al. 2003) on the 26th of May
2021 at 09:48 UT. The target is a complex and rapidly evolv-
ing active region in which it is possible to identify few sunspots,
pores, umbral areas, loops, microflares and Ei↵el tower-shaped
jets. The CRisp Imaging Spectro-Polarimeter (CRISP; Scharmer
et al. 2008) was used to obtain full-Stokes observations (de Wijn
et al. 2021) in the Ca ii 8542 Å and Fe i 6173 Å lines, while the
CHROMospheric Imaging Spectrometer (CHROMIS; Scharmer
2017) was used to observe the intensity of Ca ii K and a contin-
uum point at 400 nm.

The Ca ii 8542 Å line was sampled at 17 wavelength po-
sitions, while Fe i 6173 Å was sampled at 9 wavelength posi-
tions. The total observation time with CRISP covers a time of
26 min, with a cadence of �t ⇠ 19s. The Ca ii K observations

with CHROMIS were sampled at 25 wavelength positions. Un-
like CRISP, CHROMIS observations started at 09:55 UT and
lasted for 19 min, with a cadence of �t ⇠ 7s. The observed line
positions for each spectral line are summarized in Table 1.

The SSTRED (de la Cruz Rodríguez et al. 2015; Löfdahl
et al. 2021) pipeline have been used to reduce and postpro-
cess the data, including image reconstruction with the Multi-
Object Multi-Frame Blind Deconvolution method (MOMFBD)
van Noort et al. (2005).

The observed active region is presented in Fig. 1 for the three
observed spectral lines Ca ii 8542 Å, Fe i 6173 Å and Ca iiK (up-
per row). The observations are shown after the data reduction,
but before co-alignment of the di↵erent channels. The white rect-
angle shows the overlapping are between the two instruments.
The upper left panel in Ca ii 8542 Å and the upper right panel in
Ca ii K shows the complexity of the active region in the chromo-
sphere. An "Ei↵el Tower" jet (Shibata et al. 1992) is visible in
the right part of the FOV, while other types of flare activity are
visible close to the sunspots in the upper left corner. Enhanced
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Can we separate the contribution from different heating terms?
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A&A 618, A87 (2018)

Fig. 16. Three-dimensional view of a simulation
snapshot of the D-AD run. The grayscale image
at the bottom shows the temperature at �0.5 Mm,
below the surface. Colored lines are magnetic field
lines; the colors indicate the vertical magnetic field
strength, where blue represents negative polarity,
red indicates positive polarity, and yellow represents
horizontal field. The gray contours at the upper part
of the domain follow regions with the heating term
log10(⌘A J2

?) = 7.5. The movie showing the temporal
evolution of the run is available online.

shows a correlation in a way that larger heating corresponds
to larger negative values of flong. The longitudinal velocity at
the studied heights has a well-developed non-linear behavior
with shocks propagating along flux tubes. The negative values
of flong spatially coincide with rarefactions produced by shocks,
implying larger instantaneous ⌘A, i.e., the behavior discussed
in the section above. We do not expect that this correlation
changes even if non-instantaneous ionization is considered in
the chromosphere, since the influence of density on the colli-
sional parameter ↵n (and ⌘A) is significantly more pronounced
than the influence of the ionization fraction, ⇠n. The parameter
↵n changes with density on an exponential scale while the ioniza-
tion fraction, ⇠n in Eq. (5), changes on a linear scale. Therefore,
we conclude that the areas with a large heating term due to the
AD e↵ect coincide with rarefactions produced by longitudinal
shock waves in the unipolar U-AD simulation.

The bidimensional histograms for the D-AD case show a
di↵erent behavior; see Fig. 15. The flong shows a more sym-
metric behavior with heating increasing with the absolute value
of its amplitude. There is also a correlation for the falf quan-
tity, showing an increase of the heating for positive values of
falf (coinciding with upflows). This behavior is the opposite of
the U-AD case. Locations with positive velocities do not corre-
late with the rarefaction sites, therefore the maximum heating is
produced outside low density areas. This behavior confirms the
visual impressions from Fig. 13.

4.2. Three-dimensional view of the structures and heating
events

Figures 16 and 17 present a three-dimensional view of the sim-
ulation domains for two selected snapshots of the D-AD and
U-AD runs. The full picture of the complex interactions between
the flows, magnetic field structures, and heating events can only

be fully appreciated in three dimensions. The movies available
online show this complexity.

The low-lying loops in the D-AD runs form a carpet of
strongly inclined fields that determine the spatial structure of
the locations with strong heating events. It can be appreciated
in Fig. 16 that the contours with large values of ⌘AJ2

? (dark
gray) follow nearly horizontal fibril-like structures formed by
the magnetic fields and connecting regions with opposite polari-
ties. These fibrils are often located above areas with the strongest
fields. The movies show that their typical lifetimes are on the
order of minutes. No such fibrils are observed in the upper lay-
ers of the domain since the field lines essentially connect below
and do not provide su�cient currents. This is also in agreement
with what was previously concluded from Fig. 10. All in all, the
structuring of the heating events in horizontal fibrils resembles
the observed structure of the quiet solar chromosphere.

The three-dimensional evolution in both cases clearly shows
that the heating due to the ambipolar di↵usion e↵ect is intimately
related to the structures formed by the magnetic fields in the Sun.
The presence of structuring down to small scales, together with
the action of the ambipolar di↵usion, causes a larger average
e↵ect on the temperature than with the presence of strong unipo-
lar magnetic field concentrations. These initial conclusions will
need further exploration in a more detailed study.

5. Discussion and conclusions

This work presents the first fully three-dimensional simula-
tions of solar magneto-convection up to chromospheric heights
including one of the most important non-ideal e↵ects due to the
presence of neutrals in the solar plasma, the ambipolar di↵u-
sion. The comparison of models obtained with exactly the same
numerical setup but including/excluding the ambipolar di↵usion,
reveals that the latter causes appreciable e↵ects on the dynamic
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Can we estimate the current vector?
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Derivation of electric currents: j = ∇ × B/μ

Adapted from Pastor Yabar et al. (2021)
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What observations do we need?

Many diagnostics 

(lines, continua, polarization, et al.) High spatio-temporal resolution Large field of view


(full active regions)

Unfortunately, this is what we get:

Few diagnostics with very weak 
polarization sensitivity

Inhomogeneous spatial resolution

and limited temporal cadence

Small FOV 

(when spatial resolution is high)

Large spread in wavelength:  
Lyman alpha, Si IV lines, Mg II h&k, Ca II H&K, Mg I b, Na I D, Ca II IR triplet, He I 10830, mm-cont




G. J. M. Vissers et al.: Non-LTE inversions of low-atmosphere reconnection

Fig. 4. Inversion maps of Event A considering both Ca ii 8542 Å and Ca ii K. The same format is used as for Fig. 3, except that the right-hand
panels in the lower two rows now show the synthetic and observed Ca ii K intensity images (at the specified wavelength o↵sets) and those in the
upper two rows (i.e. Ca ii 8542 Å) have been multiplied by a factor 1.25 to o↵set the intrinsic intensity di↵erence between both calcium lines. The
coloured plus symbols in the right-hand column indicate the locations for which similarly coloured profiles are shown in Fig. 5. For reference, the
same markers are overplotted on the third temperature di↵erence and line-of-sight velocity maps (i.e. around log ⌧500 = �3.1), albeit in black for
better visibility.

corresponding to �T = 3000�4500 K over the local ambient
temperature. The highest temperatures rise of roughly �T =
4000 K is found close to log ⌧500 = �3 and its location in
the observed plane corresponds to the stronger brightening at
(x, y) ' (4400.3, 2400.0) in the extended jet that is visible in all
intensity panels. The cooler temperatures that cross the event at
log ⌧500 ' �3 and the noisy temperature maps at log ⌧500 = �4
are most likely due to the dark canopy fibrils that are evident
in the blue-wing images (in particular those near �0.3 Å), but
are ill-recovered due to the reduced temperature sensitivity of
Ca ii 8542 Å at those heights.

The line-of-sight velocity maps are even more confused. Dis-
regarding the above-mentioned artefact, there is still a mix of
up- and downflows, both at the base of the event (at (x, y) '
(4500.0, 2400.5)) and what would correspond to the jet-like exten-
sion towards the lower left. The latter is distinguishable to some
extent as a blueshift protrusion flanked by a small redshifted fea-
ture to its right up to log ⌧500 ' �3, at (x, y) ' (4400.5, 2400.0),
which also coincides spatially with the location of the largest
temperature enhancement.

Event A: Ca ii8542 Å and Ca ii K results. Comparison
with Fig. 4 evidences the advantage of considering multiple
diagnostics simultaneously. In particular, the panels at log ⌧500 '
�3 and �4 show much better defined structures than with
Ca ii 8542 Å alone. In part, this is because of the high-resolution
CHROMIS Ca ii K data displaying more fine structure than the
CRISP Ca ii 8542 Å images, however the model is also better
constrained by including lines formed at somewhat di↵erent
heights. The added continuum point from the Ca ii K observa-
tions further constrains the temperature at the lowest heights,
resulting in a better fit to the lines and consequently a better
constraint of the line-of-sight velocity gradients. Again, the syn-
thetic images in the first and third rows coincide well with the
observations in the second and third rows, both in terms of fea-
ture shapes and dynamic range, suggesting that also here most
profiles are well-fitted.

The top two rows of Fig. 5 highlight this by compar-
ing single-pixel fits to observed profiles for a number of
sampling locations in Event A (indicated with identically
coloured plus symbols in Fig. 4). While the fitted profiles (solid
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Fig. 4. Inversion maps of Event A considering both Ca ii 8542 Å and Ca ii K. The same format is used as for Fig. 3, except that the right-hand
panels in the lower two rows now show the synthetic and observed Ca ii K intensity images (at the specified wavelength o↵sets) and those in the
upper two rows (i.e. Ca ii 8542 Å) have been multiplied by a factor 1.25 to o↵set the intrinsic intensity di↵erence between both calcium lines. The
coloured plus symbols in the right-hand column indicate the locations for which similarly coloured profiles are shown in Fig. 5. For reference, the
same markers are overplotted on the third temperature di↵erence and line-of-sight velocity maps (i.e. around log ⌧500 = �3.1), albeit in black for
better visibility.

corresponding to �T = 3000�4500 K over the local ambient
temperature. The highest temperatures rise of roughly �T =
4000 K is found close to log ⌧500 = �3 and its location in
the observed plane corresponds to the stronger brightening at
(x, y) ' (4400.3, 2400.0) in the extended jet that is visible in all
intensity panels. The cooler temperatures that cross the event at
log ⌧500 ' �3 and the noisy temperature maps at log ⌧500 = �4
are most likely due to the dark canopy fibrils that are evident
in the blue-wing images (in particular those near �0.3 Å), but
are ill-recovered due to the reduced temperature sensitivity of
Ca ii 8542 Å at those heights.

The line-of-sight velocity maps are even more confused. Dis-
regarding the above-mentioned artefact, there is still a mix of
up- and downflows, both at the base of the event (at (x, y) '
(4500.0, 2400.5)) and what would correspond to the jet-like exten-
sion towards the lower left. The latter is distinguishable to some
extent as a blueshift protrusion flanked by a small redshifted fea-
ture to its right up to log ⌧500 ' �3, at (x, y) ' (4400.5, 2400.0),
which also coincides spatially with the location of the largest
temperature enhancement.

Event A: Ca ii8542 Å and Ca ii K results. Comparison
with Fig. 4 evidences the advantage of considering multiple
diagnostics simultaneously. In particular, the panels at log ⌧500 '
�3 and �4 show much better defined structures than with
Ca ii 8542 Å alone. In part, this is because of the high-resolution
CHROMIS Ca ii K data displaying more fine structure than the
CRISP Ca ii 8542 Å images, however the model is also better
constrained by including lines formed at somewhat di↵erent
heights. The added continuum point from the Ca ii K observa-
tions further constrains the temperature at the lowest heights,
resulting in a better fit to the lines and consequently a better
constraint of the line-of-sight velocity gradients. Again, the syn-
thetic images in the first and third rows coincide well with the
observations in the second and third rows, both in terms of fea-
ture shapes and dynamic range, suggesting that also here most
profiles are well-fitted.

The top two rows of Fig. 5 highlight this by compar-
ing single-pixel fits to observed profiles for a number of
sampling locations in Event A (indicated with identically
coloured plus symbols in Fig. 4). While the fitted profiles (solid
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Fig. 10. Inversion maps of Event A considering both Ca ii lines and Mg ii h & k. The format is as in Fig. 4, except that the six panels in the lower
right now show (from left to right) an image of the Mg ii k2V , k2R, and the red wing of the subordinate Mg ii triplet. The Ca ii 8542 Å, Mg ii k, and
Mg ii triplet images have been multiplied by 1.25, 7.5, and 10, respectively, to roughly o↵set the intrinsic intensity di↵erence with the Ca ii K line
and all panels in the three right-hand columns have subsequently been scaled to the same values (these are the same values as in Figs. 3 and 4).
The triangular area to the (upper) right of the inversion maps has values set to zero as these fall outside the IRIS raster. The coloured plus symbols
in the second and fourth rows mark the locations for which profiles are shown in the top two rows of Fig. 11; the coloured diamond symbols mark
those locations for which Fig. 12 shows profile fits including Si iv. The purple cross marks the same location as the purple cross in Fig. 4.

6500 K. We discuss these di↵erences further in Sect. 5, but note
already here that this is likely an e↵ect of the pixel size di↵er-
ence between the IRIS and SST data.

4.4.2. Challenges posed by Si iv

As defined in Young et al. (2018), the primary identification of
UVBs is through their enhanced and broadened Si iv lines and
properly reproducing this diagnostic is therefore important for a
complete description of these events. Unfortunately, at this point
this is not straightforward and after several tests we decided to
refrain from inverting maps including the Si iv lines; Fig. 12
highlights the reason for this. This figure shows the profile-fitting
results of single pixel inversions at the locations marked with
diamonds in the top rows of Fig. 2 (two of which are also over-
plotted in Fig. 10). Apart from the Ca ii and Mg ii lines as shown
before, a fourth spectral panel now displays the Si iv lines with
the 1394 Å (1403 Å) observations and fits as dots and solid lines

(plus markers and dashed lines), respectively. The Si iv 1403 Å
profiles have been multiplied by two to account for the o↵set
between the two Si iv lines when formed under optically thin
conditions: comparison of the dots and plus symbols for each
sampling line pair indeed suggests they likely are formed under
such conditions, as the Si iv 1394 Å to 1403 Å ratio is close to
two for the purple and blue samplings, while the red one is
clearly formed under non-thin conditions given a line ratio of
1.7.

The samplings shown were selected to test the fitting of Si iv
profiles with varying degrees of complexity (blue-asymmetry for
both blue and red samplings versus more ragged-top purple sam-
pling profiles). While STiC may be able to reproduce the gen-
eral broadening, enhancement, and asymmetry of the Si iv lines,
this results in profile fits that are completely o↵, especially for
Mg ii. Of both Si iv lines, the 1403 Å line (plus symbols and
dashed lines) is sometimes considerably better fitted; for exam-
ple see the red sampling. Even though not perfect, the redshift
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Fig. 10. Inversion maps of Event A considering both Ca ii lines and Mg ii h & k. The format is as in Fig. 4, except that the six panels in the lower
right now show (from left to right) an image of the Mg ii k2V , k2R, and the red wing of the subordinate Mg ii triplet. The Ca ii 8542 Å, Mg ii k, and
Mg ii triplet images have been multiplied by 1.25, 7.5, and 10, respectively, to roughly o↵set the intrinsic intensity di↵erence with the Ca ii K line
and all panels in the three right-hand columns have subsequently been scaled to the same values (these are the same values as in Figs. 3 and 4).
The triangular area to the (upper) right of the inversion maps has values set to zero as these fall outside the IRIS raster. The coloured plus symbols
in the second and fourth rows mark the locations for which profiles are shown in the top two rows of Fig. 11; the coloured diamond symbols mark
those locations for which Fig. 12 shows profile fits including Si iv. The purple cross marks the same location as the purple cross in Fig. 4.

6500 K. We discuss these di↵erences further in Sect. 5, but note
already here that this is likely an e↵ect of the pixel size di↵er-
ence between the IRIS and SST data.

4.4.2. Challenges posed by Si iv

As defined in Young et al. (2018), the primary identification of
UVBs is through their enhanced and broadened Si iv lines and
properly reproducing this diagnostic is therefore important for a
complete description of these events. Unfortunately, at this point
this is not straightforward and after several tests we decided to
refrain from inverting maps including the Si iv lines; Fig. 12
highlights the reason for this. This figure shows the profile-fitting
results of single pixel inversions at the locations marked with
diamonds in the top rows of Fig. 2 (two of which are also over-
plotted in Fig. 10). Apart from the Ca ii and Mg ii lines as shown
before, a fourth spectral panel now displays the Si iv lines with
the 1394 Å (1403 Å) observations and fits as dots and solid lines

(plus markers and dashed lines), respectively. The Si iv 1403 Å
profiles have been multiplied by two to account for the o↵set
between the two Si iv lines when formed under optically thin
conditions: comparison of the dots and plus symbols for each
sampling line pair indeed suggests they likely are formed under
such conditions, as the Si iv 1394 Å to 1403 Å ratio is close to
two for the purple and blue samplings, while the red one is
clearly formed under non-thin conditions given a line ratio of
1.7.

The samplings shown were selected to test the fitting of Si iv
profiles with varying degrees of complexity (blue-asymmetry for
both blue and red samplings versus more ragged-top purple sam-
pling profiles). While STiC may be able to reproduce the gen-
eral broadening, enhancement, and asymmetry of the Si iv lines,
this results in profile fits that are completely o↵, especially for
Mg ii. Of both Si iv lines, the 1403 Å line (plus symbols and
dashed lines) is sometimes considerably better fitted; for exam-
ple see the red sampling. Even though not perfect, the redshift
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SST CRISP/CHROMIS + 
NASA’s IRIS 

Vissers et al. (2019)

SST, ALMA, IRIS, DKIST, Sunrise III  very different spatial resolutions→

Combining data from different facilities



Combining data from different facilities

� � � �� ��
�[�>0P@

�

�

�

��

��

�\
�>0
P
@

0+'

� � � �� ��
�[�>0P@

�'

� � � �� ��
�[�>0P@

0XOWL�UHVROXWLRQ

���

���

���

���

���

���

���

���

7�
�OJ
͘ �
��
QP
 
ಜ
��
��
��>
N.
@

Pastor Yabar & de la Cruz Rodríguez in prep. 

Inversion of a simulated SST/IRIS dataset



Combining data from different facilities
Multi-resolution inversion of SST + IRIS data

Temperature IRIS obs inverted 
(IRIS resolution)

inverted 
(native resolution)

Pastor Yabar & de la Cruz Rodríguez in prep. 

Check Pastor Yabar’s poster!

Ca II K + Ca II 8542 (pol) + Fe I 6173 + Mg II h & k



Conclusion

In my opinion, we can use NLTE inversions to constrain the net radiative losses in the 
chromosphere and to estimate heating terms, but it is going to be computationally very 

expensive
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