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Long-standing open questions

Answering these questions requires multi-wavelength observations and modelling, of 
the kind we have already seen discussed.

This is a selective discussion, focussing on flare early & impulsive phase, and biased 
towards problems that could be tackled by MUSE.

• why does flare energy release start? What does the onset look like?
• How and where is stored magnetic energy converted into other forms?
• how is that energy transported and dissipated in the atmosphere?



• Flare results from a global convulsion of the field, 
facilitated by reconnection – how is this initiated?

• Energy conversion can happen not just in the 
reconnection region, but also in turbulence, 
collapsing field, field-aligned currents – what is
the participation of the whole magnetised 
volume?

• Impulsive phase energy mostly transported to 
and radiated by the chromosphere – how can we 
distinguish different transport mechanisms?
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Onset: Hot early onsets

• `Hot Early Onsets’ (Hudson+21) are an apparently ubiquitous flare pre-cursor 
• Heating before the impulsive phase (i.e. before particle acceleration)
• 131 Å images suggest heating in both loops and footpoints

Hot X-ray onsets of solar flares 1275

Figure 1. GOES isothermal-fit parameters for the four representative events. Left-hand column: GOES SXR flux data. The dashed lines show the time intervals
for background (blue; see Table 1) and noise (red) estimation. The dotted vertical line shows the start time of the RHESSI HXR (>12 keV) emission; see
Table 2. Centre column: time series of the temperature (colour coded) and the emission measure (grey). Right-hand column: correlation between temperature
and emission measure. The hot onset times show up at the very beginning, at lowest emission measure and with temperatures in the 10–15 MK range. Note that
the temperature uncertainties are overestimates, as described in the text. The black circles show the parameter state at the approximate time of the dotted lines
in the left-hand column plots; the colour coding matches that of the time series plot.
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Figure 3. AIA difference images for a hot channel (94 or 131 Å), overlaid with 1700 Å contours at 20 per cent of the image maximum taken from a
running-difference image. (a) SOL2010-11-05, base image at 13:04:02 UT. (b) SOL2011-02-14, base image at 01:28:09 UT. (c) SOL2012-04-14, base image at
13:33:09 UT. (d) SOL2014-01-07, base image at 10:06:20 UT.

contributions (at the 20–50 per cent level) from the footpoint
regions in the hot onset interval. Future studies of the hot onset
phenomenon should make use of the Del Zanna (2013) techniques
for isolating specific emission lines from AIA multiband data, for
example, and furthermore use Hinode/XRT observations to clarify
the temperature structures associated with the hot onset sources.
Because of their novelty, we note that the emission-measure distri-
butions may differ from those of ordinary flare footpoints and loop
structures.

3 C O N F I R M AT I O N O F TH E H OT O N S E T
PROPERTY

3.1 Occulted flares

The image analysis in Section 2.5 shows that we can identify the
hot onset X-ray sources with corresponding AIA 1700 Å features,

consistent with chromospheric heights rather than a coronal origin.
For a flare with footpoints occulted by the limb, just prior to or
just after a limb passage, we would expect different properties. The
footpoint regions in such occulted flares cannot be seen and the
SXR emission must therefore come from large-scale loops (the flare
arcade). In major events, these tend to show temperatures higher
than the 10–15 MK hot onset range (Garcia 1994). We confirm
this in Fig. 6, which shows how the onset temperature varies as
National Oceanic and Atmospheric Administration (NOAA) active
region 11748 transited the east limb in 2013 May. The coronal
sources seen before limb transit (approximately mid-day 2013 May)
have temperatures in the 15–25 MK range, depending on flare
magnitude, while the on-disc sources seen after the transit tend
to have temperatures in the 10–15 MK range. This sample also
helps us to confirm the universality of the hot onset phenomenon
since it consists of additional events selected without selection
bias.

MNRAS 501, 1273–1281 (2021)

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article/501/1/1273/6006293 by Periodicals D
ept user on 18 M

arch 2022

1-2 minutes before the impulsive phase,  temperature obtained from GOES and RHESSI 
jumps to 10-15MK and EM increases. 

Also Awasthi & Jain 11, Silva+23 in prep



P. J. A. Simões et al.: Direct observation of energy release site of a flare

filament

a) 06:00:11 a) 06:20:13 b) 06:22:59 c) 06:23:11 d) 06:23:23

e) 06:23:35 f) 06:23:47 g) 06:23:59 h) 06:24:11 i) 06:25:11

j) 06:25:25 k) 06:25:35 l) 06:25:49 m) 06:25:59 n) 06:26:13

Fig. 4. Time sequence of SDO/AIA 171 Å images showing the pre-flare filament, the evolution of the ribbons and coronal source during the flare.

spectrum from the CHIANTI v7.1.3 atomic database (Dere et al.
1997; Landi et al. 2013) using the default CHIANTI ionisation
equilibrium, a density of 1011 cm−3. We also assume a differen-
tial emission measure (DEM) obtained by Graham et al. (2013)
for flare footpoints – i.e. hot, dense and compact sources, cooling
by conduction (see Sect. 4.1) – which we expect to be very sim-
ilar, at least in terms of DEM shape, to the DEM of this coronal
source. Obtaining DEMs of the coronal source and ribbons will
be the subject of a future study. With these assumptions the in-
tensity ratio of Fe 192.021 to Fe 192.394 was predicted to
be 0.31. The two Fe 192.021 components were estimated from
each of the fitted Fe components, assuming that the widths
and relative centroid shifts were equal to the Fe parameters,
and are plotted in black dash dotted lines in Fig. 5.

Figures 6a, b shows Hinode/EIS velocity maps of the Right
components for Fe and Fe in the 192 Å window, re-
vealing strong and fast red-shifts at the coronal source. The flare
is located close to solar disk centre, so the measured red-shifts
correspond to a downward bulk motion of 40–250 km s−1 to-
wards the solar surface. This speed is higher than than the down-
flow speeds of a few tens of km s−1 observed in footpoints by
EIS (e.g. Milligan & Dennis 2009; Watanabe et al. 2010). The
red-shifts could be caused by loop shrinkage and/or line-of-sight
projection of plasma flowing along the magnetic loops towards
the ribbons. The plasma flows observed by AIA (Fig. 1b) quali-
tatively reinforces the latter case. No strong red-shifts from other
parts of the loops connecting the ribbons are observed, as would
be expected in either of these cases, but the raster slit may sim-
ply have missed them. By verifying the position of EIS slit over
AIA images, we see that the slit moves to the east before the
onset of the westward plasma outflows.

Supporting these observations of fast downflows are sev-
eral other highly red-shifted emission lines with formation tem-
peratures ranging between log T = 5.4−6.8. Spectral pro-
files are shown in Fig. 7 for the same 3 slit position as in
Figs. 5. Immediately apparent are the red-shifts observed in the
Fe 195.120 Å line (second row). Downflow velocities are
again evident between 100–220 km s−1 and the relative inten-
sities of the two Gaussian components correspond with those in
the Fe 192.394 Å line. The cooler O 248.480 Å transition
region line at log T = 5.4 also displays a red-shifted profile.
The low instrumental effective area at this wavelength make fit-
ting uncertain, however the profile is clearly shifted red-ward
of the rest wavelength. Likewise, the Fe line (third row)
has dominant emission in its red wing. In Fe 262.980 Å a

second component is distinct and can be reliably fitted, again
showing red-shifts of 160–180 km s−1. Nowhere in the coronal
source do we see any evidence of blue-shifted emission as would
be expected from an evaporating footpoint (see e.g. Milligan &
Dennis 2009).

4. Discussion

4.1. Thermal properties of the coronal source

The coronal source is impulsively heated, reaching 12–13 MK
(from HXR data), up to 16 MK (Fe emission line) and
cools fast. The temperature peak is reached about 10 s before
the HXR peak which indicates that the plasma cooling rate ex-
ceeds the heating rate before the peak particle acceleration. We
can estimate the cooling time τ of the source as the thermal
energy Eth divided by the conductive (Lc) and radiative (Lr)
loss rates. RHESSI imaging spectroscopic analysis of the coro-
nal source at the temperature peak (06:25:41 UT) gives EM =
4.5 ± 1.4 × 1046 cm−3 and T = 13 ± 1 MK. The thermal energy
content Eth = 3kbT (EM × V)1/2 = 1.6 ∼ 3.5 × 1029 erg, and
the volume of the coronal source is estimated as V = Lπ(D/2)2,
where the length L ≈ 9 ∼ 18 arcsec and cross-section diame-
ter D ≈ 6 arcsec were measured from AIA 94 Å images. The
conductive energy loss rate is

Lc = κ0T 5/2 ∂T
∂s

A = κ0T 5/2∆T
∆s

A, (1)

where κ0 = 10−6 erg s−1 cm−1 K−7/2 is the Spitzer conductive
coefficient,∆s = L/2 is half the length of the coronal source, A =
π(D/2)2 is the cross-section area of the source, and ∆T = 3 MK,
assuming that the loop temperature outside the coronal source
is 10 MK. The radiative loss rate can be estimated by (Rosner
et al. 1978)

Lr = 10−17.73EM T−2/3,
(
106.3 < T < 107 K

)
. (2)

We found that Lc % Lr, thus the cooling time is τ = Eth/(Lc +
Lr) = Eth/Lc ≈ 14 ∼ 38 s, consistent with the time be-
tween the temperature peak and the HXR peak. Interpolating
the CHIANTI 7.1 table for the radiative losses (for a density
of log n = 10 and coronal abundances) for the given EM and T
gives similar results as Eq. (2). The heating rate in this phase
must be lower than the total cooling rate of Lr + Lc ≈ 4 ∼
8×1026 erg s−1, and the energy input (heating) rate to the thermal
plasma must occur before the maximum of particle acceleration.
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Fig. 3. a) Normalised coronal source (box in Fig. 1a) emission at
EUV 94 (green squares) and 131 Å (blue diamonds), UV 1600 Å (yel-
low triangles), HXR at 12–25 keV (magenta horizontal lines) from
RHESSI images, with the horizontal length of the lines indicating the
time interval of the image. Full Sun HXR 12-25 keV (dark grey) from
RHESSI is also shown for reference; b) RHESSI emission measure
(EM, cm−3); and c) temperature (T , MK) from the isothermal model
for spatially unresolved (full Sun) (dark blue) and from imaging spec-
troscopy analysis for the coronal source (red). Vertical bars show the
uncertainty from the fit and horizontal bars the time integration inter-
val. In all panels, the vertical dashed line indicates the peak time of
the HXR emission above 12 keV; d) positions (in solar X-direction)
of the coronal source centroid measured from SDO/AIA 94 Å and
RHESSI 12–25 keV images. Horizontal bars indicate the time integra-
tion and vertical bars show a rough estimate of the uncertainties of the
HXR centroid.

very similar, displacements in the X-direction: both HXR and
EUV centroids shift to the east, then back to the west, spanning
about ≈8 arcsec. This clear displacement of both thermal and
non-thermal centroids, plus the small sizes of the EUV bright

patches observed in the images (of a few arcseconds), suggests
that the energy is released successively at different locations
along the magnetic field, however still around a somewhat small
region of around 10 arcsec. This perhaps indicates elementary
regions of energy release, and thus heating and acceleration (Liu
& Fletcher 2009; Liu et al. 2010).

3.2. EUV Spectroscopy

For the entire flare duration Hinode/EIS was running the
HH_Flare+AR_180 × 152 sequence, rastering the region in
Fig. 1 from west to east nine times, each scan lasting 318 s.
The study used the 2′′ slit with a exposure time of 9 s, step-
ping 6′′ between slit positions. The coronal source is clearly
visible in the raster beginning at 06:23:34, as the spectrome-
ter slit crossed the source at 06:26:02 and 06:26:13, 30 s after
the non-thermal 12–25 keV HXR peak. The EUV spectra show
complex, broadened profiles with a sharp intensity rise in all ob-
served lines, of formation temperatures between log Tmax = 5.4
and log Tmax = 7.2, in agreement with the enhancement in all
AIA channels. No cooler temperature response was available in
this raster set.

A density diagnostic was carried out using a Fe line pair
(log Tmax = 6.3) at 264.78 Å and 274.20 Å and gives log ne =
11.50 ± 0.82 at the coronal source during the impulsive phase.
The lower density foreground corona was removed from the di-
agnostic by subtracting the pre-flare spectra before calculating
the diagnostic ratio. Furthermore, the density was obtained from
an average of only the flare enhanced region (approx. 5′′ × 6′′)
and some pixel locations have higher densities within the region.
For comparison, we found that the pre-flare density is log ne =
9.26 ± 0.75. The apparent density enhancement of the region
can be explained by an already dense region being heated to
Fe temperatures during the impulsive phase. As pointed out
in Sect. 2.1 dark, filamentary loops connecting the ribbon re-
gions prior to the flare are observed in SDO/AIA 171 and 304 Å
indicating cool and dense material in the low coronal region. The
filament and its evolution can be seen in 171 Å, shown in Fig. 4.

Significant Doppler shifts were visible in the wide 192 Å
spectral window which included the strong lines of Fe
(log Tmax = 6.2) at 192.394 Å and Fe (log Tmax = 7.2)
at 192.0285 Å. The EIS wavelength scale was calibrated us-
ing the standard SolarSoft routines to correct for drifts due
to temperature changes from the orbital motion of the space-
craft, and for the slit tilt relative to the CCD. A rest wave-
length for the Fe line was obtained from a quiet region of
a pre-flare raster which was used to measure relative Doppler
velocities. Here we find a value of 192.391 Å, which is a de-
viation of 3 mÅ blue-ward of the standard CHIANTI value.
Unfortunately the Fe line has no similar pre-flare signal
to use as a zero-velocity reference so we use the same deviation
measured for Fe, assuming that it is systematic between lines.
Nevertheless, the effect is small, of the order of 5 km s−1, when
compared to the measured velocities.

Figures 5a–c show multiple-component fitting for these lines
at three slit positions across the source which are both fitted with
two components; one corresponding to a stationary or slightly
red-shifted component (referred to as left in Fig. 5), and a second
highly red-shifted component (right). A blend of Fe 192.021
lies in the Fe profile which will be significant in hot and
dense regions. The standard EIS line Fe 188.213, nominally
used to estimate such blends, was not observed in this raster. In
order to remove the Fe contribution we first created a synthetic
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Onset: Pre-flare ribbons

Footpoints gradually 
brighten, seen here in AIA 
171

What causes these pre-flare ribbons? How are they related to development of the 
instability? How do they compare to their flare equivalents in space, time and spectrum?

Simões+15, see also Warren & Warshall 01, Battaglia+09, Fletcher+13 

Faint ribbons can appear in UV/EUV 1-5 minutes before hard X-rays (i.e. electron 
acceleration) at/very close to impulsive-phase ribbon locations.



Onset: Pre-flare line broadening

(EIS) [29], which produces EUV spectral line profiles; and
(5) the Nobeyama Radioheliograph and Radiopolarimeters
[30], which measure the radio-wave radiation.
Figure 1 shows the general morphology of the flare

consistent with the flare reconnection geometry [11]; its
near-limb location allows us to readily ascertain its vertical
structure. The flare has a cusp-shaped coronal structure,
clearly visible in the AIA 193 Å image that delineates hot
flare plasma with temperature ∼107.3 K; the EIS Fe XXIV
192 and 255 Å line intensities, which both delineate plasma
with temperature ∼107.2 K, both exhibit a similar structure.
RHESSI observations reveal a bright coronal (loop-top)
SXR (6–15 keV) source and two HXR (≳25 keV) foot-
points where the accelerated electrons, traveling along the
magnetic field lines, impact the relatively dense chromo-
spheric layers of the atmosphere. Using the EUV and SXR
images, we estimate the height of the magnetic loop to
be ∼1.5 × 104 km.
Figure 2 shows the temporal evolution of the flare in radio,

SXRs and HXRs. The SXR emission has a spectral shape

consistent with bremsstrahlung from a Maxwellian distri-
bution of electrons in a thermal plasma with T∼107.5K,
while the HXR emission is produced by bremsstrahlung
from higher energy (≳25 keV) nonthermal electrons and
typically has a harder, power-law, spectral shape. The peak
in HXR emission occurred at ∼01∶41 UT, followed at
∼01∶45 UT by the peak in SXR emission. The main
microwave peaks at 17 and 34 GHz were observed by
Nobeyama at ∼01∶41 UT, near the time of the peak
in HXRs.
Following the methods described in [3,7], which include

consideration of the primary bremsstrahlung emission

FIG. 1. Morphology of the flare. Top: SDO/Atmospheric
Imaging Assembly (AIA) 193 Å image (background); RHESSI
x-ray contours at 50% of peak value for 6–15 (red) and 25–
50 keV (blue) energy ranges, EIS Fe XXIV (255 Å) intensity map
(white contours at 30% and 75% of peak value), and Nobeyama
34 GHz radio emission (green contours at 30% and 75% of peak
value). Bottom: Cartoon showing the different flare elements and
the cooling postflare magnetic loops. FIG. 2. Temporal evolution of the 2013 May 15 solar flare

parameters. Top to bottom: RHESSI x-ray and Nobeyama radio
light curves, acceleration rate of nonthermal electrons _N (from
RHESSI HXR data), plasma temperature T (from RHESSI SXR
data), and the nonthermal broadening velocity hvnthi (from
Hinode/EIS) averaged over the area within the 50% (6–15) keV
contour shown in Fig. 1. The grey dotted vertical lines show the
beginning and end of each EIS raster time, and the vertical range of
each box indicates the uncertainty in the quantity.
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mechanism, instrumental pulse pile-up effects, and the
albedo flux resulting from photospheric reflection of
primary source HXRs, HXR observations allow us to
infer the spatial and spectral distributions of the emitting
energetic electrons (Fig. 2). The rate of production, _N, of
accelerated electrons above a specified energy E is roughly
proportional to the overall intensity of the HXR spectrum
above that energy. Because the HXR spectrum, and hence
the accelerated electron spectrum that produces it, is quite
steep (∝ E−δ with a power-law index δ typically ∼4–6), the
total energy in accelerated electrons depends on the shape
of the low-energy end of the HXR spectrum. We selected
time intervals to avoid instrumental effects such as RHESSI
shutter motions and applied the methodology in [31] to
produce a range of values of _N consistent with data at each
time interval throughout the flare, as shown by the vertical
extent of the boxes in Fig. 2.
The emission measure EM ¼ n2V and temperature T of

the hot thermal SXR-emitting plasma are determined from
an isothermal fit [3] to the SXR spectral component; their
variations throughout the event are shown in Fig. 2. Using
the inferred value of the EM and the source volume V
estimated from Fig. 1 leads to an estimate of the source
density n, which is the lower limit because of the possibility
that the emission originates only from a fraction of the
observed flare volume, although the estimates [32] indicate
that this “filling factor” is consistent with unity.
Broadening of spectral lines in excess of the thermal

Doppler width [33] is a signature of turbulent motions,
associated either with plasma oscillations [23] or unre-
solved bulk plasma motions [8]. To estimate the extent of
such turbulence, we use the EIS Fe XXIV spectral line
profiles at 192 and 255 Å. Since the Fe XXIV 192 Å line
represents some 80% of the total intensity in the AIA 193 Å
passband, the EIS and AIA images were coaligned by
cross-correlating the EIS 192 Å intensity maps with the
AIA 193 Å images. Then, the EIS Fe XXIV 255 Å line
profile at each point in the image was fitted using a
Gaussian, following the procedure in [10], which allows
for instrumental effects. The characteristic nonthermal
broadening velocity vnth is then determined from the extent
to which the observed spectral line width exceeds that
expected from thermal line broadening [10]. Figure 3
shows the spatial distribution of the 255 Å nonthermal
line-broadening velocities throughout the source for the
time interval starting 01:35:56 UT (Fig. 2), which corre-
sponds to the interesting epoch just prior to the peak in the
HXR light curve. Pixels were excluded where the intensity
was either too strong (saturated) or too weak for vnth to be
reliably determined. The turbulent velocity tends to be
larger by ∼50% near the apex of the magnetic loops and
along the outer edge of the arcade [34]. Figure 2 shows the
time variation of hvnthi, the value averaged over the area A
inside the 50% contour of the RHESSI HXR (6–15 keV)
map (Fig. 3).

A similar procedure was used for the Fe XXIV 192 Å
line; however, this line was more strongly saturated [34]
and hence useful measurements were available only near
the start and the end of the flare. Where information from
both Fe XXIV 255 and 192 Å lines were available (i.e.,
before 01∶36 UTand after 02∶03 UT), the inferred values of
the average nonthermal broadening velocity hvnthi agreed
within 10% (Fig. 2). Typical values of hvnthi in this 107.2 K
plasma were found to be ð60–100Þ km s−1. This is some-
what lower than the previously reported (spatially unre-
solved) measurements of hvnthi≃ 200 km s−1 at higher
temperatures [32,33,35,36], suggesting, not surprisingly,
that hotter plasma may admit higher turbulent velocities.
The total turbulent kinetic energy K ∝ hvnthi2 could there-
fore be larger by a factor of ∼4 than that inferred from the
107.2 K lines alone.
The power in nonthermal electrons is given by

P ¼ ½ðδ − 1Þ=ðδ − 2Þ% _NEc; its time history closely matches
that of the HXR flux. RHESSI images (Fig. 1) show both the
location and the area A of the coronal source, deduced from
the 50% intensity contour in the (6–15) keV map, allowing
an estimate of the source volume V ¼ A3=2 ≃ 2 × 1027 cm3,
and hence [4] the thermal plasma energy in the coronal
source Uth ¼ 3kT

ffiffiffiffiffiffiffiffiffiffiffi
EMV

p
, where k is Boltzmann’s constant.

The turbulent kinetic energy K at each EIS raster
time is calculated using K ¼ ð3=2Þmihvnthi2npV, where
mi ¼ 1.3mp is the mean ion mass for solar coronal
abundances [37] and n ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffi
EM=V

p
is the number density.

Figure 4 shows the ratio of the turbulent kinetic energy K
(ergs) to the instantaneous thermal energy content Uth
(ergs); the temporal behavior of K is similar to that of Uth,
with K being some 2 to 3 orders of magnitude smaller,
varying between 1027 and 1028 ergs. Since both K and

FIG. 3. Nonthermal velocity broadening map for the time
interval 01∶35:56 UT (see Fig. 2). Background: SDO/AIA
193 Å. Grey scale material: EIS Fe XXIV (255 Å) nonthermal
broadening velocity map. Red contour, 50% of maximum
intensity in 6–15 keV HXR; blue contour, 50% of maximum
intensity at 25–50 keV HXR.
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Fe XXIV Non-thermal 
velocity (EIS)

Non-thermal line broadening is observed in the corona and in 
chromosphere prior to the impulsive phase.

Decays as particles accelerated – interpreted as turbulence 
feeding acceleration

Implies turbulence loading/dissipation timescale 1-10s

Also Harra+09,13
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Fig. 2. Temporal evolution of Si IV spectral lines during the flare. The Si IV lines at six example flare times (black), observed over a 2″ region along the north-south
direction. The lines are fitted with a single Gaussian (gray) that provides an estimate of the line centroid position (vertical purple line) and FWHM (horizontal turquoise line). We
show the inferred Si IV reference wavelength plus its uncertainty (1402.775 ± 0.020 Å) (lime regions) and the Si IV laboratory wavelength (1402.77 Å) (black dashed lines).
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Fig. 3. Temporal evolution of the Si IV line properties during the flare. (A) The total FWHMs and nonthermal velocities vnth (turquoise) and (B) the centroid
positions and bulk velocities v (purple), observed over a 2″ region along the north-south direction. Both the results of the Gaussian fitting and the moment analysis
(see legend) give near-identical results. The Si IV integrated intensity (gray) and the RHESSI 6- to 12-keV light curve (black) are displayed. The dashed lines indicate the
times of six spectral lines shown in Fig. 2. Top: A sinusoidal function is fitted to the variations in vnth, estimating the period P and amplitude A (see legend). Bottom:
Inferred reference wavelength (lime) and uncertainty (red and blue).
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Fig. 2. Temporal evolution of Si IV spectral lines during the flare. The Si IV lines at six example flare times (black), observed over a 2″ region along the north-south
direction. The lines are fitted with a single Gaussian (gray) that provides an estimate of the line centroid position (vertical purple line) and FWHM (horizontal turquoise line). We
show the inferred Si IV reference wavelength plus its uncertainty (1402.775 ± 0.020 Å) (lime regions) and the Si IV laboratory wavelength (1402.77 Å) (black dashed lines).
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Fig. 3. Temporal evolution of the Si IV line properties during the flare. (A) The total FWHMs and nonthermal velocities vnth (turquoise) and (B) the centroid
positions and bulk velocities v (purple), observed over a 2″ region along the north-south direction. Both the results of the Gaussian fitting and the moment analysis
(see legend) give near-identical results. The Si IV integrated intensity (gray) and the RHESSI 6- to 12-keV light curve (black) are displayed. The dashed lines indicate the
times of six spectral lines shown in Fig. 2. Top: A sinusoidal function is fitted to the variations in vnth, estimating the period P and amplitude A (see legend). Bottom:
Inferred reference wavelength (lime) and uncertainty (red and blue).
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moment analysis to determine the emitting plasmamotions.Wemea-
sure the line centroid positions, giving the bulk flow velocities v, rela-
tive to an inferred referencewavelength of 1402.775 ± 0.020Å, with an
uncertainty corresponding to ±~4 km/s (see Materials and Methods).
The width of the line is determined as a Gaussian full width at half
maximum (FWHM).

Figure 2 shows the example spectral lines and their Gaussian fits at
six times, while Fig. 3 shows the temporal evolution of the centroid
positions (bulk flow velocities v) and widths (nonthermal motions
vnth), for a spatially integrated region covering 2″ in the north-south
direction, alongside the Si IV integrated intensity and RHESSI 6- to
12-keV x-ray light curve. The nonthermal width of Si IV begins to

increase at 900 s, well before the Si IV intensity starts to rise. It peaks
at 910 s, cotemporal with the start of the rise of Si IV intensity.
Expressed as the nonthermal velocity, the linewidth increases from
a preflare level of vnth ≈ 9 km/s to a peak of vnth ≈ 30 km/s at 910 s,
with the line intensity peaking 20 s later, at 930 s. By 940 s, when the
RHESSI 6- to 12-keV emission first peaks, vnth has returned to preflare
levels.

During the peak phase, vnth displays periodic variations, which can
be fitted with a sinusoidal function, estimating period P ≈ 11.5 s and
amplitudeA≈ 3.4 km/s. In the 30 s prior to the rapid rise in vnth at the
start of the flare, the line wavelength is systematically blue-shifted.
From the onset of the rapid rise in vnth at 900 s, this blue-shift increases

A D

B

C

Fig. 1. Light curves and the images and line spectra of flare SOL2016-12-06T10:36:58 at 10:37:55 UT. (A) Si IV 1402.77 Å (blue), RHESSI 6 to 12 keV (pink), and AIA
131 Å (black) light curves. (B) AIA 131 Å background image with contours (white) showing the IRIS slit position (green) and RHESSI 6 to 12 keV contours (pink). (C) The
eastern ribbon using an IRIS slit-jaw 1400 Å image overlaid with AIA 131 Å contours. (D) Si IV spectral lines at seven locations [colored dots in (B) and (C)]; black line,
current time; violet solid, previous time. The dashed-dotted line shows the position of the inferred reference wavelength of 1402.775 ± 0.020 Å. A movie showing all
times is available (movie S1). DN, data number.
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Conversion: Global reconnection dynamics 

Reconnection in a current sheet (volume!) facilitates release of stored energy, but energy is 
stored (e.g. Longcope & Tarr 2012) and may be converted throughout the corona

e.g. shocks in retracting flux tubes (Longcope+09), betatron (Giuliani+05), turbulent outflows 
(LaRosa & Moore 96)

So we need the global picture of the reconfiguring field - inflows, dipolarisation, implosion

AIA image in Figure 3(e), which boosts our confidence in the
accuracy of the alignment between EIS and AIA.

By comparing Figure 3(d) with Figure 3(e), it can be seen that
the field corresponding to this extended blueshift area has not yet
been reconnected in the main flare related to the bright cusp, so
the blueshifts cannot be explained by the evaporation from the
main flare. Nor can they be attributed to evaporation in the
background, as the 304Å ribbon in Figure 3(f) has not reached
this area. For the strongest blueshift feature indicated by the
magenta line, which is just to the east of the edge of the inflow
threads, we can also exclude it being due to changing field
inclination. If the line-of-sight velocity profiles along the dotted
line, shown in Figure 4, were completely due to the inflow threads
inclining toward us, we would expect a blueshift around zero at
the footpoints and increasing with altitude. The observation in
Figure 4 contradicts this. Figure 4 also excludes a loop siphon
flow, in which the flows accelerate toward higher altitudes
(Aschwanden 2005). An easy way to interpret the blueshift along
the dotted line is to invoke a plasma upflow along a field that
inclines toward us. The same argument also applies to the W
region. For the E region, it is difficult to argue as the velocity
values are comparable to the rest wavelength uncertainty.

2.4. Electron Density Estimate

Differential emission measure (DEM) analysis can be used
to estimate the electron density ne (Hannah & Kontar 2013).
The DEM is defined as x =( )T n dl dTe

2 (Craig &
Brown 1976), and integrating over T results in the emission
measure along the line-of-sight ò òx= =( )t dT n dlEM e

2 .
We calculate the emission measure during (EMfl at 03:50

UT) and before (EMpre at 03:00 UT) the inflow, using the
regularization method of Hannah & Kontar (2012) to recover
x ( )T from the mean intensity in each of the six AIA wavebands
(94, 131, 171, 193, 211, 335Å) with single exposures for both

the eastern and western inflow regions (the two cyan boxes in
Figures 1(c) and (d)). The temperature range used as input is
105.5–106.6 K. The resulting DEM enhancement caused by the
inflow concentrates between 105.8 and 106.3 K, consistent with
AIA observations, as the inflow threads can be most clearly
seen in AIA 171Å, which is more sensitive to this temperature
range compared to other filters. However, the resulting EMs
also contain a contribution from the background and

Figure 3. ((a), (b)) Fe XVI 262.98 Å intensity and Doppler velocity maps. ((c), (d)) Fe XIII 202.04 Å intensity and Doppler velocity maps (Fe XII 195.12 Å intensity
and Doppler velocity maps are not shown here as they are similar to the ones of Fe XIII). The sampling times of the EIS slit are added above ((a), (c)). ((e), (f))
Synthesized AIA images simulating the EIS slit scanning mode for comparison. 131 Å is red, 171 Å green, and 211 Å blue in panel (e). To align with EIS
observations, they have not been rotated like in Figure 1. The dashed line at the bottom left corner encloses the extended blueshift area in panel (d). The magenta
dotted line is for the longitudinal velocity profiles in Figure 4.

Figure 4. Longitudinal velocity profiles for Fe XII and Fe XIII along the dotted
line in Figure 3. The origin of the X axis represents the bottom of the dotted line.
The dashed line is the linear fit for each profile. “b” represents the slope of the fit
and its s-1 uncertainty. The uncertainty for the rest wavelength estimation is
~ -5 km s 1 for both lines, which would shift the entire profiles up or down.
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Example: EIS 
raster of a slow 
flare, taking ~ 1 
hour (Wang+17) 

the contracting loops and those calculated by Lin (2004) for a
2D reconnecting current sheet model.

Plasma downflows—Figures 3(a) and (c) show the Fe XVI
and Fe XIII intensity maps from EIS, and Figures 3(b) and (d)
show the corresponding line-of-sight velocity maps. For
comparison, Figures 3(e) and (f) are synthesized AIA “raster”
images that simulate the EIS slit scanning mode, produced by
combining narrow slices of AIA images at the EIS slit locations
and times. Looptops and loop legs of the flare arcades
(Figures 3(b) or (d)) have redshifts of ~ -13 km s 1 indicating
plasma draining, or loop contraction. We consider plasma
draining to be the more likely explanation as the line-of-sight
speed is much larger than the projected contraction speed
~ -1 km s 1 obtained from the hotter 94Å observations at that

time (Figure 2(b)). An interpretation in terms of contraction is
thus difficult to reconcile with the observed arcade geometry.
Plasma upflows—We also have evidence of plasma upflows at

the edge of the AR. The strong blueshift ~ -25 km s 1 at the
eastern footpoint of the cusp (at ~  ( ) ( )X Y, 25 , 400 in
Figures 3(b) and (d)) could indicate chromospheric evaporation
onto the reconnected cusp field (Figures 3(a) and (e)). Just to its
east is an extended blueshift area (enclosed by the yellow dashed
line at the bottom left corner in Figure 3(d)). This area can be
divided into three parts: the strongest blueshift feature indicated by
the magenta dotted line, the “E” region to the east, and the “W”

region to the west. The W region possesses stronger blueshift than
the E region. Note that the strongest blueshift feature in this area is
well aligned with the gap with weak emission in the composite

Figure 2. (a) Time slice of cut 1 for the evolution of the inflow threads. The two cyan boxes at 03:00 UT and also 03:50 UT show the positions used for DEM analysis
in Section 2.4, as in Figures 1(c) and (d). The speeds given are for the final times of the fit curves. (b) Time slice of cut 2 combines 94 Å and 131 Å on a linear
intensity scale, showing the evolution of the bright cusp. Its corresponding image on a logarithmic intensity scale in 131 Å is plotted in panel (d). The yellow dashed fit
curve is the same as the blue one in panel (d), and the black dashed fit curve is the same as the red one in panel (d) but moved downward to match the brightest portion.
(c) Time slice of cut 3 for the evolution of the ribbons. The light curve in 304 Å of the microflare indicated in Figure 1(b) is overlaid. (d) GOES SXR light curves
overlaid on the time slice image of cut 2 in 131 Å on a logarithmic intensity scale for reference. The dotted line A denotes the timings of the arcade eruption and the
microflare and B the timings of the inflow and the C1.1 flare.
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Flare ribbons map the ends of energised (presumed “just reconnected”) field, and probe 
coronal reconnection – Jiong’s talk.
IRIS SJI & SG used to examine ribbon sub-structure suggesting, variously, plasmoids (Wyper & 
Pontin 21); tearing mode (French+19); turbulence (Chitta & Lazarian 20)

Edmondson et al. 2010; Pucci & Velli 2014; Wyper & Pontin
2014a). In 2D this produces multiple magnetic islands with
properties that follow power laws (e.g., Huang & Bhattacharjee
2010). Indeed, motivated by early reconnection experiments,
Shibata & Tanuma (2001) introduced the idea of “fractal
reconnection” within the flare current layer whereby repeated
tearing and current sheet thinning leads to a fractal-like
distribution of plasmoids and current sheets. Plasmoid formation,
sometimes in this fractal-like manner, is a common feature of
highly resolved flare reconnection in 2.5D CME simulations (e.g.,
Bárta et al. 2011; Karpen et al. 2012; Lynch & Edmondson 2013;
Guidoni et al. 2016; Lynch et al. 2016; Hosteaux et al. 2018).

However, when extended to 3D the dynamics are considerably
more complex. Without a guide field, short, dynamic plasmoids
with highly twisted field lines form and evolve in a fully 3D
manner (Edmondson et al. 2010; Nishida et al. 2013). With the
inclusion of a guide field linear theory and numerical experiments
show that oblique modes can form on multiple flux surfaces
within the current layer (e.g., Daughton et al. 2011; Baalrud et al.
2012; Wyper & Pontin 2014b; Huang & Bhattacharjee 2016;
Edmondson & Lynch 2017; Stanier et al. 2019). Such oblique
modes form flux ropes at an angle to the guide field which in the
nonlinear phase overlap and interact, sometimes leading to a
turbulent cascade (e.g., Huang & Bhattacharjee 2016). Fully 3D
CME simulations with a realistically evolving guide field are only
now beginning to reach Lundquist numbers where such plasmoids
are resolvable.

Flare ribbons provide a further potential piece of indirect
evidence of the fragmented/turbulent nature of flare reconnection.
Flare ribbons often have multiple kernels and generally exhibit a
complex structure and evolution, especially when viewed in close
detail (e.g., Asai et al. 2002; Krucker et al. 2003; Brannon et al.
2015; Li & Zhang 2015; Jing et al. 2016; Li et al. 2018). For
instance, Brannon et al. (2015) analyzed bright knots and wavelike
perturbations in a section of flare ribbon and Parker & Longcope
(2017) later tried to explain these findings based on a quasi-2D
tearing analysis involving velocity shear flows. Aside from
wavelike perturbations, spirals are also occasionally observed in
flare ribbons. An example is shown in Figure 1 where an evolving
spiral in the hook and wavelike evolution of a straight section of the
ribbon are highlighted. Dudík et al. (2016) studied this event in
detail (see also, e.g., Cheng et al. 2015; Li & Zhang 2015; Zhao
et al. 2016) and noted that the hook especially continually evolved
(“squirmed”) with similar spiral structures. Although in the past
spiral structures have been attributed to the Kelvin–Helmholtz
instability (Ofman & Thompson 2011), in our view these are the
most compelling signature of flux rope formation within the current
layer.

In our previous work on the fragmentation of current sheets at
3D null points, we have shown that the small-scale flux ropes/
plasmoids that form due to tearing wrap up the separatrix surface
which then maps to spirals on the surface (or boundary of the
domain) (Wyper & Pontin 2014b; Pontin & Wyper 2015). The
presence of such plasmoids has been confirmed by high-resolution
simulations and observations of null point reconnection in coronal
jets (Moreno-Insertis & Galsgaard 2013; Wyper et al. 2016;
Kumar et al. 2018, 2019). Moreover, studies of nonthermal particle
acceleration indicate that the photospheric particle impact patterns
are also sensitive to the formation of the plasmoids, being guided
along the flux ropes that form the plasmoids (Pallister et al. 2019;
R. Pallister et al. 2021, in preparation). All of the above suggests
that a similar tearing-induced structure within a flare current layer

is a strong candidate for explaining flare ribbon fine structure in
eruptive two-ribbon flares.
In this work we explore this idea. Rather than simulating the

self-consistent formation of a 3D flare current layer and its
associated fragmentation, which is a formidable task, we attack
the problem analytically and consider a simple model magnetic
field that contains all the expected topological ingredients of a
flux rope eruption: a 3D flux rope above a current sheet formed
at an HFT. The simplicity of the model affords us control of
where and in what way we simulate tearing, which we do by
introducing local regions of twist to form small-scale flux
ropes. We find that flare ribbon spirals/wavelike motions are
an expected feature of tearing in the current layer, but only
when the flux ropes are oblique. We conclude that flare ribbon
structure is indeed likely a result of tearing and flux ropes
formed in the flare reconnection region.

2. Methods

2.1. Background Field

Our background field is given by

( )= +B B B 1b fr cs

where Bfr produces a large-scale flux rope and HFT, and Bcs a
current layer. The flux rope field takes the form

( ˆ) ˆ ( )= ´ +B y yA b , 2fr 0 0

where
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Throughout the majority of this work we set Ly= 20, γ= 3,
=z 5min , and b0= 1.7. This is a generalization of the field

first used by Hesse et al. (2005) and then further explored by

Figure 1. Interface Region Imaging Spectrograph (IRIS) observation of the 2014
September X-class flare that exhibited spiral and wavelike motions of the flare
ribbons.
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Wyper & Pontin 21
Waves/spirals in ribbons predicted by 
current sheet tearing/plasmoid formation 

3.2. Oblique Flux Ropes

3.2.1. Oblique Flux Ropes on the Arcade Boundary

In a classic zero guide field current layer, the only resonant
surface where tearing can occur is the surface where the field
reverses, the scenario considered above. However, once a guide
field is introduced, the current layer becomes a rotational
discontinuity where any flux surface within the current layer
can support tearing (e.g., Daughton et al. 2011; Huang &
Bhattacharjee 2016; Edmondson & Lynch 2017). Flux ropes
then form aligned to the local field direction within the resonant
flux surface, at some angle to the guide field direction.

In localized studies of tearing, these flux surfaces have no
special significance. However, in the context of the global field
structure associated with an erupting flux rope, the flux surfaces
associated with the two sheet-like QSLs that cross at the HFT
are directly associated with the flare ribbons. And since oblique
modes form aligned to the local field direction, if the flux ropes
form on QSL flux surfaces they will twist them up, forming
spirals in the ribbons themselves.

Consider the scenario where small flux ropes form on a flux
surface within the current layer that is not exactly in its center
(i.e., at x≠ 0). Then the local field direction, with which the
flux ropes are aligned when they form, is tilted with respect to
the guide field (since Bz≠ 0 for x≠ 0). Let us first consider the
case where these flux ropes form with x> 0 and below the
HFT, straddling the QSL flux surface that divides the flare
loops from the overlying arcade, i.e., the lower right “leg” of
the high Q X shown in Figure 3(b). Figure 8 shows three such
flux ropes. Here we choose xI= 0.05, zI= zX(y= 0)− 1, with

yI=± 1, 0, and c2=− 2. At this position the magnetic field is
locally aligned at an angle of≈ 73° to the y direction, so we set
θ= 73° to align the axis of flux rope twist to the local field
direction. We note that this angle is somewhat high compared
to theoretically expected values (e.g., Daughton et al. 2011).
We chose this for illustrative purposes and would expect
similar features for smaller angles corresponding to flux ropes
forming nearer the center of the layer.
As expected, the field lines that thread through the small flux

ropes form two bundles: the flare loops (yellow) and arcade
field lines (magenta), which wrap around one another where
they meet below the HFT. Thus, the high Q layer at the
boundary between the two is twisted into a spiral as it maps
from the HFT, through the flux ropes, and down to the surface.
This spiral structure appears in the straight section of the ribbon
and is shown in Figure 9(c) for the above choice of parameters.
With less twisted flux ropes (i.e., smaller c2) rather than spirals,
we could recover “breaking wave”-like ribbon features similar
to those shown in the top right of Figure 1.

Figure 8. Field lines within three oblique flux ropes formed within the current
layer below the HFT. The dashed red line shows the approximate position of
the HFT.

Figure 9. ( )Qlog showing the substructure formed in the straight section of the
flare ribbon by multiple oblique islands ejected downwards from the current
layer. Footpoints of arcade field lines are above the ribbon, whereas flare loop
footpoints are below. An animation of panels (a)–(e) is available online
showing the evolution. The animation is 1 s long and begins at Zi = Zx − 0.5
and ends at Zi = Zx − 1.5. Between each frame, Z changes by ΔZ = 0.1.

(An animation of this figure is available.)
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Conversion: tracking coronal scales in the 
chromosphere

5. Discussion

Our analysis of intensity variations along the flare ribbons
give an insight into the dynamics of the reconnecting current
sheet. Our analysis has provided us with observational
constraints, allowing us to compare the observed parameters
with those predicted by reconnection instability theory. Our
main constraints are as follows.

1. Exponential growth is seen across all wavelengths, with
the preferred scale at 1.75 Mm.

2. Exponential growth rate is on the order of ≈0.1–0.2 s−1.
3. Spatial scale growth times suggest a cascade and inverse

cascade.

Tenerani & Velli (2020) use 2.5D simulations to study the
nonlinear phase of tearing modes within a current sheet. The
authors find growth beginning at a specific wave mode, before
leading to growth at lower and higher modes (higher and lower
spatial scales) through a simultaneous cascade and inverse
cascade. The combination of cascades to higher and lower
spatial scales simultaneously comes from the interplay of
magnetic island collapse and coalescence. The exponential
growth rates in Tenerani & Velli (2020), ≈0.45, are also on the
same order of magnitude as our observations. The specific
properties of the tearing mode instability within this simulation
are consistent with our observations. In particular, the cascade/
inverse cascade, which we would not expect from other

Figure 3. Top: ribbon intensity stack plots for both ribbons. Middle: spatial scale power stack plots. Bottom: spatial scale power stack plots, normalized at each spatial
scale. All y-axes in units of Mm. (0 33).
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provides us with the power of different spatial scales appearing
along the flare ribbon. These spatial scales (in Mm) are inverse
to the dispersion relation wavenumber, k, often used in the
literature. We elect to work with units of spatial scale for this
study, as they are easier to picture in this instance. We combine
each spatial FFT into a single stack plot, presented in the
middle row of Figure 3 for each ribbon. Maximum power
varies significantly with spatial scale, so to better see time
evolution at each spatial scale we normalize the power
spectrum in time, to produce the bottom panel of the same
figure. Between 10:37 and 10:38 UT, we see a steep rise in
power across all spatial scales, with growth rate and onset times
varying across different scales. Before this time, we see
consistent signals at certain spatial scales—around 2.5Mm in
the east ribbon (with a potential second, weaker peak higher
around 5.5 Mm), and 2 and 3.5 Mm in the west ribbon. These
signals result from the spacing between bright points in the
preribbon structure. This spacing can be verified by studying
the intensity stack plots in the same figure, with the spacing
between the bright horizontal features.

4. Spatial Scales and Exponential Growth

4.1. Flux Conservation—Spatial Scaling

If the observed spatial scales in the flare ribbons result from
processes propagating down from the reconnection site, we can
expect the length scales to scale with the square root of the area
of the flux tube connecting the two ribbons. (Picture a wave
with one mode, perpendicular to the magnetic field direction.
As the area of the flux tube changes, the wavelength scale
approximately changes by the square root of the area).
Considering the flux conservation shown in Figure 1, we can
equivalently scale the length scales through the ratios of
magnetic field strength (Equation (1)).

As magnetic conditions vary along this tube of flux, we can
apply this concept to compare the spatial scales seen at each

ribbon, by scaling the west ribbon scales to the “reference
frame” of the east ribbon through the square root of the ribbon
area ratios. The analysis below considers the original and
scaled spatial scales observed in the east and west ribbons,
respectively.

4.2. Growth with Spatial Scale

In MHD, exponential growth at multiple spatial scales is a
classical signal of plasma instability (Priest 1985). We
investigate the growth at a specific spatial scale by taking a
horizontal cross-section through the power spectrum in
Figure 3—tracking the evolution of power with time.
Figure 4 (top panel) presents an example cross-section for a
scale of 1.75Mm in the east ribbon. The plot shows a noisy
baseline power around 100, which sharply increases by nearly 5
orders of magnitude between 10:37:10 and 10:37:50 UT. We
determine the region of exponential growth in the data moving
average, and fit an exponential curve to the corresponding data
points. This provides us with an exponential growth rate and
start/end times of the exponential phase.
By fitting an exponential curve for each spatial scale, we

calculate the variation in the start time, duration, and rate of the
exponential growth of different spatial scales in each ribbon.
The east ribbon growth rates are shown as the cyan curve in the
middle panel of Figure 4. The curve shows three peaks around
1.2, 2.3, and 3.8 Mm, before tailing off at high spatial scales.
The error bars in this plot assume that the algorithm
determining the start/end point of exponential growth was
correct within one data point. With error bars considered, the
plot is continuous with no major jumps in the data. The growth
rate itself varies by a factor of ∼2–3, between ∼0.09–0.24 s−1.
The scaled west ribbon scales provide a good alignment with
the east ribbon, and the location of the three peaks match
reasonably well.
We also plot the duration of exponential growth at each

spatial scale for the east and west ribbons in Figure 4 (bottom).
Examining the east ribbon data, we see exponential growth
start initially at a single spatial scale (the 1.75Mm scale plotted
previously), before beginning at all other scales up to 19 s later.
This is suggestive of a process at a specific spatial scale causing
the growth at progressively shorter and longer scales through a
cascade and inverse cascade. The west ribbon produces noisier
data (due to fewer data points along the ribbon), but still shows
exponential growth beginning first at the same spatial scale of
1.75Mm. The end times of exponential growth are not
captured as clearly by our algorithm. Detecting key spatial
scales independently in both ribbons provides confidence that
the processes causing the features are likely linked—that is,
they both originate from instability processes at the reconnec-
tion site.
The east ribbon does not trace the strongest photospheric

field of the active region, resulting in a fairly low mean LoS
field strength of 107.5 Gauss. We do not expect the magnetic
field of active region loops (Brooks et al. 2021; Landi et al.
2021) to be significantly lower than this photospheric
measurement. Considering again flux conservation, and that
the length scales scale with the square root of the field strength
ratios—the spatial scales of these processes at the reconnection
site (in the active regions loops) will not be much larger than
the scales observed in the flare ribbons (of order 1–10 Mm).

Figure 2. Top: snapshots (at 10:37:37 UT) of the ribbon tracking centroid
position, along the masked data of each ribbon. Second row: intensity cross-
sections along the centroids in the above panel.
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French+19: exponential growth at 1.75Mm 
spatial scale, possible forward/inverse cascade



Energy transport: spectra

• Fast particles, conduction and waves probably all involved in energy transport.
• Might be distinguished spectroscopically from chromospheric and coronal signatures 

(Graham’s talk).

provide information about gradients and the stratification of
flows and turbulence throughout the atmosphere.

DKIST/VBI observations will provide photospheric and
chromospheric imaging, to track the overall ribbon spatial and
temporal evolution. Blue continuum and G-band “quasi-white-
light” images will reveal the locations where the flare kernels
are the brightest, hence the locations of strongest energy
deposition. VBI will also allow to follow in detail the dynamics
of the ribbons by identifying/tracking features within them, to
obtain the local reconnection electric field and flux transfer rate
(aka “reconnection rate”; Kazachenko et al. 2017). In addition,
DKIST/VTF will provide photospheric and chromospheric
spectropolarimetry in Fe I 630.2 nm and Ca II 854.2 nm,
respectively, which will track the evolution and reorientation
of the magnetic field as the the flare ribbons expand and travel
across the AR while the coronal reconnection occurs. This will
permit the identification of sites of strong discontinuities in the
magnetic field, indicating possible current sheet locations.

To summarize, the large FOV and high-cadence spectroscopy
of MUSE is necessary to follow the ribbon evolution over a
significant area to (i) calculate the flux transfer rate over a
significant portion of rapidly moving ribbons; (ii) identify
conjugate footpoints from their correlated time evolution; (iii)
disambiguate the spatial and temporal ribbon evolution; (iv) track
in detail the onset of mass flows as a flare starts, and their
relationship to flare ribbon brightening and field evolution; (v)
examine the development of nonthermal line broadening, possibly
due to turbulence, MHD waves, or nonthermal electrons, before
and during ribbon brightening, and their spatiotemporal relation-
ship to changes in the magnetic field. This is not possible with
single-slit instruments. First, projections of loops in the POS are
unlikely to lie along the slit. This means that sit-and-stare
observations are insufficient. The alternative, namely, spatial
rasters, is inadequate due to the long raster times of single-slit
instruments. Nonspectroscopic instruments like SDO/AIA and
Solar Orbiter/EUI do not have the spectral diagnostics to measure
Doppler flows and nonthermal widths. For these reasons, the

Figure 20. Illustration of the impact of nonthermal broadening due to presence of Alfvén waves during the flare. The second moment of the Fe XV 284.4 Å line (top
row) and Fe XIX 108.3 Å line is shown in the case with and without Alfvén wave broadening. The bottom row shows the difference in line width without Alfvén
waves (black lines) and with Alfvén waves (red dashed lines) from a single pixel near a loop footpoint. By simultaneously observing conjugate footpoints, loops, and
loop apexes,MUSE can study the spatial distribution of nonthermal broadening, which can be compared to models of flares that include Alfvénic waves.
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Predictions for MUSE, from Cheung+2022

Predicted line broadening for AW excitation

Figure 19. The timings and locations of flare responses in each line vary depending on the flare heating, making it important to have comprehensive spatial coverage
on short timescales. We show the first and second moments (see Appendix C) of synthetic MUSE lines (Fe XV 284 Å and Fe XIX 108 Å in the top and bottom two
rows, respectively), from three RADYN flare simulations with different flare heating models (see Appendix A for details on the models shown here): an EB-driven
flare (RADYN_warm_EB; left column), a flare driven by in situ coronal heating (RADYN_warm_TC; middle column), and a tandem EB plus in situ scenario
(RADYN_warm_EB_TC; right column).
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Time evolution of I, vDOPP

Electron beam Heat flux Both



Energy transport: timing

• Electron-beam transport will lead to ~simultaneous footpoint pairs.
• Conduction/wave energy transport may introduce time-lags
• Very few observations have had the cadence and FOV to examine this 
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Fig. 10. Pairs of footpoints, colour-coded by time lag between light-
curves, correlated within 5 s with a correlation coefficient greater than
0.8. Upper: correlations resulting using à trous components [2, 3].
Lower: correlations resulting using à trous components [1, 2, 3].

stationary (e.g. Saba et al. 2006). Although the relationship be-
tween footpoint motion, magnetic field and flux transfer rate is
preserved for the flare as a whole (it being a consequence of
conservation of magnetic flux) the coronal reconnection elec-
tric field is not so readily obtained. Nor, in an environment of
strong twist and shear (i.e. high non-potential energy density)
will there be a simple relationship between Φ̇, the Poynting flux
and the energy release rate. The first investigation of the rela-
tionship between reconnection, coronal electric fields and loca-
tions of flare ribbons in a 3-D structure was the analysis of Hesse
et al. (2005), who derived a relationship between the instanta-
neous reconnected magnetic flux at a field line and the parallel
electric field along that field line, suggesting also that the end-
points of field lines with high values of parallel electric field
correspond to locations of chromospheric excitation. The actual
relationship between Φ̇ and the parallel field is determined by
the coronal magnetic configuration, which could be prescribed
by Hesse et al. (2005) but is not generally known.

Nonetheless, this analytic work can give us some confidence
that Φ̇ is a meaningful quantity, even for the impulsive phase,
and observationally there are interesting correlations between
Φ̇ and properties of the footpoint radiation, such as the inten-
sity in TRACE 1600 Å emission (Fletcher et al. 2004; Saba
et al. 2006) and the integrated non-thermal hard X-ray flux in
sources moving in the direction of the field gradient (Qiu et al.
2002). Since the Ramaty high energy solar spectroscopic imager,
RHESSI, (Lin et al. 2002) also observed this flare, we have the
opportunity to combine detailed observations of the magnetic

Fig. 11. As Fig. 10 but correlating over a later time interval and showing
pairs with a correlation coefficient greater than 0.9.

flux transfer rate implied by footpoint motions with the sources
of HXR emission.

The process of deriving Φ̇ from the UV and magnetic obser-
vations is described in Fletcher et al. (2004) and we shall not re-
peat it here. The rate ranges from around 10 to 10 000 V m−1. For
each footpoint at each time we code the value of this by colour,
and in Figs. 12 and 13 we superpose it on an MDI magnetogram
and overplot the HXR contours at 25–50 and 50–100 keV, made
using the “Pixons” algorithm and RHESSI grids 1, 3, 4 and 6.

These figures show that, in the main, the sites of strong HXR
emission are concentrated at locations with a high value of Φ̇
(redder footpoints). This confirms, but in more detail, the find-
ings of Temmer et al. (2007), who carried out a similar analy-
sis on the mean motion of flare Hα ribbons and the relationship
to HXRs. We point out one significant new effect. As can be
seen from the UV footpoint tracks shown in Fig. 5 of Fletcher
et al. (2004), the individual footpoints located in the strongest
negative field (at ∼(190, 100) in Fig. 12) are converging rapidly,
rather than having a significant net “spreading” speed away from
the positive polarity footpoints. This rapid convergence leads to
a high Φ̇ – of order a few 1000 V m−1, whereas if only the av-
erage speed of this group of sources were to be measured (i.e.
without tracking the individual elements) the resulting Φ̇ would
be significantly lower. This highlights the potential errors in try-
ing to analyse ribbon properties as a whole, without accounting
for their sub-structure.

6. Discussion and conclusions

We have presented here a correlation analysis of individual flare
ultraviolet footpoints observed in the TRACE 1600 Å channel.

2s cadence TRACE UV observations sufficient to 
find correlated footpoint pairs, and lag 
between them (Fletcher 09)

Time lags measured during the impulsive phase 
- often too long for electron transport.

(Look out also for Simões et al. in prep, using 
observations at  5 and 8 µm)



MUSE capabilities: imaging & spectroscopy at Fe IX/XV/XIX/XXI, large FOV, high cadence 
make it ideal to tackle some of these long-standing questions
Pre-flare evolution:
• Identify and characterise sources of ‘hot onsets’
• Non-thermal broadening & flows in pre-flare ribbons and coronal sources

Conversion: 
• quasi-3D flow (& turbulence?) maps in the region around current sheets, including 

dipolarising loops
• fine structure in space and time in flare ribbons

Energy transport:
• spectroscopic signatures at footpoints, comparison with predictions of RADYN-type 

modelling
• Timing analysis of footpoint pairs

Conclusions: Targets for MUSE


