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Figure 1 Schematic of DKIST facility and its major components. The overall facility height is 41.4 m. The
diameter of the rotating instrument platform is 16.5 m.

Figure 2 The outside of the completed DKIST on Haleakalā. The telescope building with lower and upper
enclosure and the attached Support and Operations building, including platform lift used to transport M1
to the telescope level, are shown on the right of the image. Vent gates ensure sufficient air flow through
the enclosure during operations. The utility building, which supplies coolant to the main facility and houses
backup power systems is visible to the right of the main facility. The overall facility height is 41.4 m.
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T ∈ (103 K − 107 K)

Δt ∈ (1 s − 1 month)

|B | ∈ (10 G − 5000 G)

|v | = (0 km s−1 − 300 km s−1)

Large parameter space



• hi-res optical from space 
expensive and unlikely… 


• …but highly desirable: Hinode, 
SDO

Long time series from space are great

Gošić et al., 2014



Situation on the ground less rosy
• good ground-based datasets rarely longer than 1 h.


• Multiple- day coordination with space MUSE, EUVST essential



• space: UV, X-rays, ~0.5 arcsec, 
limited magnetic field 
measurements


• design ground based instruments 
to complement space

Ground & space as complementsTiago M. D. Pereira et al.: Chromospheric counterparts to transition region loops
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Fig. 2. H↵ inverse Y-shapes and associated SJI 1400 loops for three
events (A, B, C). As in Fig. 1, the different rows show H↵ ± 55 km s�1

Dopplergrams (top), IRIS SJI 1400 (middle), and a combined image
(bottom, red for SJI 1400 and cyan for the absolute value of the H↵
Dopplergrams). Each panel has been individually scaled for the best
contrast.

images and composite images to better visualise the spatial
overlap of the two. Event A is more clearly visible as a loop
in both H↵ and SJI 1400 images. One can see a loop shape in
H↵ Dopplergrams even before it is clearly defined in IRIS. A
complex picture of blueshifts and redshifts is visible in H↵: it
starts as the whole loop slightly redshifted, but turns to strong
blueshifts coming from the right footpoint and dominating the
whole loop. At t ⇡ 94 s there is a powerful ejection and what is
seen as the right footpoint is not only blueshifted, but also ejected
upwards. This “ejection phase” coincides with an increase in the
loop brightness in SJI 1400, near the right footpoint. After the
ejection, the loop is still clearly visible in SJI 1400 but disap-
pears from H↵, only showing up as a smaller redshifted loop at
t ⇡ 133 s that may not necessarily be related to the first event.

Event B has a more diffuse shape in SJI 1400 images and
does not always appear as a loop. In SJI 1400 it also has a brighter
structure immediately above that seems unrelated to the event.
The absence of a full loop is consistent with earlier findings
(Hansteen et al. 2014; Brooks et al. 2016) and could be related
to the episodic heating suggested by both sets of authors. In H↵
the region is crowded with spicules (white, redshifted features)
and the loop is even less clearly a loop. What is seen instead
is a dark, redshifted structure hovering over the SJI 1400 loop,
with an inverted Y-shape similar to “anemone” jets (Shibata et al.
2007). The overlap between the H↵ structure and the SJI 1400
loop is more evident between 77 < t < 133 s. At t ⇡ 94 s the bot-
tom of the anemone jet seems clearly above the SJI 1400 loop.
Both the loop and the H↵ structure disappear at around the same
time (⇡200 s after the event is visible). While this could be a
chance alignment between two unrelated structures, the temporal
and spatial coincidences are striking.

Looking at other examples of low-lying loops, we see similar
inverted Y-shaped H↵ structures above or very close to the SJI
1400 loops. We show a larger image of the same event B and
two other different occurrences in Fig. 2. In event A in Fig. 2
(which is not the same event in Fig. 1) we see another hint of
an anemone jet in H↵ just above a brightening in SJI 1400 that
is also seen as a loop shape in H↵. Event C was observed above

Fig. 3. H↵ spectra of low-lying loops and spicules. Taken from events
A and B from Fig. 1, compared with the mean spectrum averaged over
the field of view of the panels in Fig. 1 and the whole time sequence
(black dashed line). The spectra of the low-lying loops (blue lines) and
spicules (red lines) were observed at the locations of the red crosses and
plus signs, respectively. Arrows indicate knees in the profiles.

the limb (the limb is visible in the bottom part of the image). Its
field is crowded with spicules, the SJI 1400 loop is larger than the
previous examples (about 5 Mm half-length) and shows a strong
brightening just below the loop. In event C there is an anemone
jet in the vicinity of the large SJI 1400 loop (which appears dark
on the right side of the Dopplergram), but co-spatiality is harder
to establish. It could be an unrelated, superimposed structure.
However, we include it to show a pattern of what might or might
not be coincidences, and also to show an example above the limb.

In our H↵ Dopplergrams spicules are often present close to
the low-lying loops. Spicules are ubiquitous in such images (see
e.g. Pereira et al. 2016), and the regions around the loops are
no exception. Morphologically, it is easy to distinguish the two:
spicules are straighter and more elongated. Spectrally, the dis-
tinction is not as clear because both show red or blueshifted
H↵ wings, depending on the geometry and dominant motion
(De Pontieu et al. 2012). From our June 17 dataset we note
that at some point nearly all loops show extreme Doppler shifts
and a peculiar spectral profile that is seldom, if ever, seen in
even the strongest spicules. Some examples are shown in Fig. 3,
taken from the events of Fig. 1. The two cases show strong
Doppler shifts in both loops and spicules. We chose the strongest
spicule in each field of view. The spectra of the two loops
(for completeness we show both red and blueshifted events)
show strong Doppler shifts that have a severely depressed line
wing. Although limited by our spectral coverage (from �55 to
55 km s�1 around H↵) the loop spectra display a knee in the wing
reminiscent of a strongly Doppler shifted component of chro-
mospheric plasma (see arrows in Fig. 3). It is different from the
typical spicule profiles that show wing absorption but not usually
a strong knee (see e.g. Rouppe van der Voort et al. 2009). How-
ever, such extreme spectra are absent from the loops in our June
19 dataset (closer to disk-centre), suggesting that a favourable
inclination is needed to see such high line of sight velocities.

A chromospheric signal of the SJI 1400 loops is not seen
in our Ca II H filtergrams (not even footpoint brightening, as
suggested by Shibata et al. (2007) in their anemone Ca jets),
in IRIS SJI 2796, or in H↵ close to line core possibly because
they are obscured by fibrils which become opaque at the core of
chromospheric lines. Of the 14 loops we found in SJI 1400, only
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• non-LTE inversions will be most 
common tool


• spectropolarimetry is a must


• multiple lines and atoms desirable


• as time-coherent as possible


• Example: SST + ALMA*

Better physics through inversion 
A&A 661, A59 (2022)
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Fig. 3. Non-LTE inversions of the spectral data
and radiative losses in the upper chromosphere.
Temperature, integrated radiative losses within
the contribution function of the 3 mm contin-
uum, longitudinal field strength, and transverse
field strength at selected optical depths from the
photosphere to the chromosphere are shown.
The cyan contours correspond to Tb [3 mm] =
9 and 10 kK. The middle row shows exam-
ple observed (markers) and fitted (solid lines)
intensity of the �6173 and �8542 lines at three
locations indicated by di↵erent markers over-
laid on the other panels; the intensity is nor-
malized by Ī0 – the mean intensity at the bluest
sampled wavelength of each line.

A comparison to the HMI LOS magnetogram (Fig. 2D)
shows that this region is located between concentrations of mag-
netic field of opposite polarity, which are the footpoints of chro-
mospheric loops that connect the two patches. The SST data
indeed show short bright loop-like structure in the �8542 core
(Fig. 2B) and significant total linear polarization signals (TLP =R p

Q2 + U2/I d�) indicative of strong transverse magnetic field
in the photosphere and chromosphere (Figs. 2E and F). The com-
posite image of other AIA EUV channels shows longer dark fil-
aments overlying the small-scale loops (Fig. 1).

4.1. Physical properties from inversions

The non-LTE inversions provide a well-resolved temperature
structure from the photosphere to the top of the chromosphere
where the 3 mm continuum is formed. The sensitivity of the
spectra to magnetic fields is lower, and the inversions provide the
vector magnetic field in the photosphere and mid-chromosphere.

Figure 3 shows the results of the STiC inversions. We find
increased temperatures in the chromosphere at least up to optical
depth log ⌧⇠�6 where T ⇠10 000 K, which is on the order of the
observed Tb [3 mm]. The warm locations feature �8542 profiles
with central reversals or raised intensities in the wings and small
Doppler shifts (. 4 km s�1), which are well-reproduced by our
models (Fig. A.3).

We computed the radiative energy losses as a proxy for the
heating rate, which cannot be directly observed. In Fig. 3 we
also show integrated losses from the inferred atmosphere in the
strongest lines of H I, Ca II, and Mg II (Sect. 3.4) in the height
range spanned by the CF of the 3 mm continuum. This is done
in geometrical height scale assuming hydrostatic equilibrium.
Energy losses range from 2.6 to 4.9 kW m�2 with a mean value
of ⇠4 kW m�2 within the Tb [3 mm] = 9 kK contours, which is
higher than previous estimates of ⇠2 kW m�2 in the upper chro-
mosphere (Withbroe & Noyes 1977).

The longitudinal and transverse photospheric field in the ROI
have a maximum strength of |Bln| = 1890 G and |Btr| = 1380 G
and the uncertainty is of the order of 10 G. The chromospheric
magnetic field is overall weaker, but the transverse component
remains strong with an average (maximum) value of |Btr| ⇠
480 G (1060 G) with an uncertainty of ⇠70 G at log ⌧ = �5
within the Tb [3 mm] = 9 kK contours. The transverse field
traces the near-horizontal tops of the emerging loops and coin-
cides with higher temperature regions.

4.2. Magnetic topology

The fidelity of the magnetic field derived from the inversions
is high, but the vertical resolution is low and the FOV is
small. Therefore, we complement our analysis with a MHS

A59, page 6 of 17
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Figure 9 Left: Close-up image of the small-scale feature located at the solar helio-projective cartesian coordi-
nates X/Y (51.3, −24.2) arcseconds in the image at wavelength λ = 789 nm, acquired on 10 December 2019
at 20:10:52 UTC (see Figure 8). Right: Traces of the cuts indicated in the image close-up left, demonstration
that DKIST operated near the diffraction limit. The inset of the graphic displays the computed FWHM of the
structure cuts, using the gray dotted horizontal line as “background” value.

Figure 10 Left: Speckle image reconstruction of data acquired on 12 December 2019 at 19:24:30 UTC with
the VBI red channel TiO filter. Right: Speckle image reconstruction of data acquired on 12 December 2019
at 19:24:34 UTC with the VBI red channel Hα filter.

of view may be impacted by the wavelength blue shift discussed in Section 3.1.2 Finally,
there is an upgrade path to extend VBI functionality to operate as a broadband polarimeter
if polarization optics are integrated into VBI’s optical path.

Supplementary Information The online version contains supplementary material available at https://doi.org/
10.1007/s11207-021-01881-7.

Acknowledgments The research reported herein is based in part on data collected with the Daniel K. Inouye
Solar Telescope (DKIST), a facility of the National Solar Observatory (NSO). NSO is managed by the As-
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Figure 3 Profile of the Hα absorption line, with the simulated transmission profile of the filter in the center
of the field of view (red) and at its edge (blue).

photo-electrons and a quantum efficiency higher than 60% at the wavelength of 600 nm.
These specifications are sufficient for the VBI to achieve its signal-to-noise ratio require-
ment given all other constraints such as, e.g., the fixed sampling. After calibration the sen-
sors show a linearity of better than 0.1% over the full-well capacity. The sensor is protected
by a wedged and anti-reflection coated entrance window that avoids the creation of fringes
due to etalon effects. The camera has been demonstrated to have an exposure trigger jit-
ter of about 8 µs, sufficient for the VBI’s internal synchronization needs and even those of
DKIST instruments that have to synchronize to a polarization modulator. Both VBI cameras
can be synchronized using DKIST’s Time Reference and Distribution System (TRADS) to
sub-millisecond accuracy, exceeding VBI’s requirement of ±5 ms by a large margin, and
allowing precise measurements of, e.g., oscillations at two scientific diagnostics simultane-
ously (see Section 3.2.1).

The camera has two readout modes that can be used interchangeably. In “global shutter”
mode the camera reads out all pixels simultaneously ensuring that all pixels were exposed at
the same time, whereas in “rolling shutter” mode the camera reads the sensor out row by row
so that the first row read out was exposed at an earlier time than the last row read out. This
allows us to expose the camera at frame rates of around 30 Hz and higher. However, the two
readout modes have different noise characteristics. In particular the “global shutter” mode
exhibits on average a fixed spatial frequency noise pattern at very specific spatial frequencies
that exceeds the noise floor at all other spatial frequencies by about a factor of two hundred.
This spatial frequency pattern is related to the CMOS readout electronics in the sensor.
The noise floor is reduced in the “rolling shutter” mode of the camera where correlated
double sampling (in-pixel removal of an offset by acquisition and subtraction of a reference
measurement) can be employed, and with it there is a reduction of the fixed-frequency noise
pattern. If not properly attenuated in a pre-processing step, this noise is amplified in the
image-reconstruction process rendering the reconstructed images of limited use for scientific
analysis because in particular high spatial frequencies – and hence, structures close to the
diffraction limit – are affected. For this reason, the VBI – while it has the capability to use
the camera in both readout modes – currently defaults to the “rolling shutter” mode even
though the “global shutter” mode is more favorable for image-reconstruction purposes (see
Section 3.2.3). Changing the default readout mode in normal operations is currently only
planned under special circumstances.

DKIST/VBI
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The Visible Spectro-Polarimeter of the Daniel K. Inouye Solar Telescope
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Figure 10. Maps of the total polarization Ptot, net linear polarization Qtot, and preferred
azimuth angle �r from the ViSP Science Verification campaign of NOAA AR 12822, derived
from the Fe i lines at 630.2 nm observed with camera Arm 1. Arrows indicate the location of
the Level-1 data shown in Figure 8.
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Figure 11. Intensity maps from the ViSP Science Verification campaign of NOAA AR 12822,
in the cores (left) and the neighboring continuum or far wing (right) of the Fe i 630.25 nm
(top), Ca ii 396.8 nm (center), and Ca ii 854.2 nm (bottom) lines, observed with camera arms 1,
2, and 3, respectively. The Ca ii 396.8 nm and Ca ii 854.2 nm line-core images show the square
root of the intensity to enhance contrast in the dark regions. The slit was scanned in the
solar N-S direction. We note the di↵erent spatial FOV captured by the three arms because of
the di↵erent spectrograph magnifications in each arm, but the constant hairline separation of
45.2 arcsec. The images are scaled by the square of the value to enhance contrast.

SOLA: main.tex; 2 March 2022; 1:58; p. 27

De Wijn et al., 2022
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De Wijn, Casini, et al.
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Figure 8. The same example Level-1 data as in Figure 7, but now showing all Stokes param-
eters in a spectral region around the Fe i lines at 630.2 nm. From left to right : Stokes I, Q/I,
U/I, and V/I. The Stokes-I image is scaled by the square of the value to enhance contrast.
The polarization images are scaled symmetrically around zero and saturated at an amplitude
of 20%. Arrows indicate the locations of the Stokes profiles shown in Figure 9.
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Figure 9. Two examples of full Stokes profiles around the Fe i 630.2 nm pair, taken in the
sunspot (left, arrow 1 in Figure 8) and in a relatively quiet area (right, arrow 2 in Figure 8).

SOLA: main.tex; 2 March 2022; 1:58; p. 26
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Van Noort, 2017

Image reconstruction of spectrograph data

• Use slit-jaw images to estimate 
wavefront errors and apply 
MOMFBD

A&A 608, A76 (2017)
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Fig. 1. Tilt component in the direction perpendicular to the slit, for three
consecutive bursts of 10 s worth of slit-jaw images, recorded at 200 fps.
Although not identical, the coe�cients of the overlapping frames are
clearly similar, except for a global shift.

performance for routine application of the method on a small
number of modern workstations. The starting point for the re-
duction is the MFBD reduced slit-jaw images, obtained using
the MOMFBD code. The data was reduced in bursts, with suf-
ficient overlap in time to reliably calculate the alignment of
the data across a large span of time, and with a dense grid of
patches along the slit, to ensure that all anisoplanatic variations
are captured.

3.1. Data alignment
Since the alignment of the data, that is, the location where the
raw data is located relative to the solar coordinate system, is un-
known, the MFBD process constrains the sum of all tilts in the
dataset to vanish. This presents a problem, since the location of
each restored image patch relative to another cannot be deter-
mined from the average tilt coe�cients anymore.

Restoring a dataset spanning a longer period of time is not
really possible, since solar evolution will cause the solar scene
to change, thus compromising the determination of the tilt coef-
ficient. We therefore map the tilt across a longer period of time
by comparing sections of data that are partially overlapping in
time.

The mapping of one time section of the dataset to the next is
accomplished by comparing the tip-tilt components of the over-
lapping part of two reduced bursts of data. The di↵erences in the
fitted tip-tilt coe�cients for the overlapping exposures is, as ex-
pected, usually nearly identical for all overlapping data frames,
with a residual that is much less than a pixel. If su�cient overlap
was available, the average of this residual was found to be about

1
100 of a pixel. We can thus accurately calculate the relative po-
sition of the frame of reference of the PSFs for each burst by
averaging over the overlapping part of the burst.

Figure 1 shows the tilt components in the y direction for three
bursts of 2000 frames, o↵set in time by 500 frames. The dif-
ference between the two is nearly constant, and corresponds to
the displacement of the solar scene in the time the two bursts
are o↵set to each other; in this case the time it takes to record
500 frames.

We can use the alignment information obtained in this way
to position each PSF in a global frame of reference, spanning
the entire scan, instead of the arbitrary frame of reference of the
dataset that the frames happened to be contained in. This global
position in the scan is then used to calculate what part of the
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Fig. 2. Examples of a number of independent fits of the same wavefront.
The resulting wavefronts are all very di↵erent, but all give rise to very
similar PSF. The spatial scale of the PSFs is in arcseconds, while that of
the wavefronts is in meters.

PSF falls onto the slit for each solar “pixel”, and for each PSF
in the scan. While in principle one could replace this alignment
procedure with one based on cross-correlations of the restored
images, using the tilts from the restorations completely avoids
using the restored images, and appears to be less sensitive to
restoration artifacts.

3.2. Calculating the PSF

The MFBD restoration of the slit-jaw data produces as the pri-
mary result the wavefront error for each patch that was restored,
for each data frame in the dataset. Although it is straightforward
to calculate the PSF for each patch from this, when the PSFs
of two neighboring patches are compared, they frequently show
significant di↵erences, even over sub-arcsecond distances. This
presents an inconvenient inconsistency, as the assumption of a
single wavefront error for each patch, made by the MFBD algo-
rithm, is clearly not strictly valid.

Addressing this problem thoroughly is beyond the scope of
this paper, and we resort instead to determining the full spatial
dependence of the PSF by considering them to be approximately
correct, and continuously varying in space in a smooth manner,
so that the full spatial dependence may be obtained by interpola-
tion. Although by itself this is probably a fairly accurate approx-
imation, the interpolation of the PSF is not a trivial task.

Many of the changes between neighboring patches are in-
deed small, but involve a shift or rotation of the PSF, without al-
tering its shape significantly. Direct interpolation in such a case
will cause significant blurring and broadening of the PSF, which
will probably cause significant errors in what is essentially a
deconvolution.

The obvious solution, the spatial interpolation of the wave-
front errors, exposes a major shortcoming of the MFBD process,
in that not only can neighboring patches have totally di↵erent
wavefront error estimates, even the same exposure, reduced as
part of di↵erent bursts of data will generally yield a completely
di↵erent fit to the wavefront. This is not an error in the algo-
rithm, but rather a consequence of the strong level of degeneracy
of the mapping from wavefront to PSF, as the PSFs yielded by
di↵ering wavefronts for the same patch of the same data frame
are actually virtually indistinguishable.

Figure 2 shows a set of fitted wavefronts for the same patch in
the same dataframe, but reduced in a number of di↵erent bursts.

A76, page 4 of 10



M. van Noort: Image restoration of solar spectra

Fig. 5. Continuum images extracted from four unprocessed scans, obtained by directly summing 40 raw spectra for each vertical image line, each
spanning a period of about 400 ms, thus covering a period of approximately 600 s for each scan. Top left: newly emerging AR at disk center, top

right: trailing plage of AR12436, located at µ = 0.82, bottom left: main spot of AR12436 at µ = 0.69, bottom right: a small plage region towards
to the east limb, at µ = 0.53.

The slit-jaw camera was aligned as carefully as possible with
the x-axis parallel to the slit, to simplify the data reduction, and
to maximize the length along the slit for which the PSF could
be calculated. Any image information away from the slit is not
useful for the reconstruction, but it was kept as equally large as
the spectral dimension of the spectral camera, ensuring strictly
synchronous operation. Both cameras were externally triggered
using a signal generator. The movement of the slit across the Sun
was controlled by the tip-tilt correction software of the AO sys-
tem in the x-direction of the tip-tilt system. This did not exactly
line up with the slit direction, but made an angle of a few degrees

with it instead; this did not really present a problem, since the po-
sition is determined from the slit-jaw data, and is not required to
be precise, as described in Sect. 2.3. The slit was moved by 0.0100
at a rate of ten steps per second, which should have amounted to
0.100/s. From the restoration, a rate of 0.14400/s was measured
instead, suggesting that this process was not accurate by a con-
siderable margin for as of yet undetermined reasons. To get an
impression of the data quality, for four scans, the spectral data
was summed over 40 consecutive frames, covering a period of
400 ms, not an unusual exposure time for spectrographic data. In
this period of time, a distance of 0.05800 is covered by the scan,
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Fig. 6. Restored continuum images of the four scans shown in Fig. 5, restored using the spectral restoration method described in this paper. Top

left: newly emerging AR at disk center, top right: trailing plage of AR12436, located at µ = 0.82, bottom left: main spot of AR12436 at µ = 0.69,
bottom right: a small plage region towards to the east limb, at µ = 0.53.

which is close to critical sampling, that is, half of the di↵raction
limit of 0.1300 of a 1 m telescope at a wavelength of 6300 Å, and
about twice the pixel size of the camera.

Although it may seem like an inappropriate way to repre-
sent the data, since the slit was actively moving across the image
during the exposure, from the MOMFBD process the motion of
the image over this period of time induced purely by seeing was
determined to have an RMS value of some 2 pixels in both the
x and the y directions. On this scale, the blurring induced by
the systematic drift of the scan is completely negligible, and the
summed spectra are in fact a faithful representation of the data

quality that would have been obtained if synchronized, discrete
steps of 0.05800 had been taken every 400 ms, or 80 frames in
Fig. 1.

Figure 5 shows a number of scans, binned vertically by a
factor two, to obtain a nearly square pixel of 0.06000 ⇥ 0.05800.
The scans cover an area of approximately 6000 ⇥ 6000, and show
clearly that the seeing was fairly constant, but not excellent, with
occasional moments of somewhat degraded seeing conditions,
especially in the center of the top-right scan.

The scans cover a selection of active regions, at a variety of
angles on the solar disc. The top left scan was a newly emerging
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Spectra from the corona: DKIST/Cryo-NIRSP

Schad et al., 2023
time listed for 1074.7 nm corresponds to eight successive
nondestructive readouts, which are subsequently used in
processing to derive the photon flux per pixel. For each
individual observation, the respective ramp sequence is
repeated 30 times, and thus the total integration time ranges
from (0.723× 30≈) 22 to (6.6× 30≈) 200 s, increasing with
wavelength.

For each spectral bandpass, disk center flat-field observations
were acquired after first deploying calibrated attenuation filters
into the optical path to reduce the solar flux. These observations
are used to convert the observed detector count rates to units of
the solar disk center intensity using cataloged values for the
Sun’s central disk intensity between spectral lines (Cox et al.
2000). Calibrated off-limb spectral radiances are given in parts
per million of the solar disk intensity (μBe). The attenuation
filters are silver-coated CaF2 substrates of a specific, yet
strongly spectrally dependent, optical density. These observa-
tions utilized two different attenuation optics, one for the
Fe XIII and Si X observations and a second for Si IX. The lab
metrologized attenuation values for each density filter (Table 2)
are used here for photometric calibration; however, some
unquantified errors may remain, especially since out-of-band
light that requires blocking is disproportionately weighted by
the attenuation filter. As initial verification, we compare the
depths of the photospheric and telluric line spectra for the
attenuated and non-attenuated cases to ensure relative con-
sistency; however, further assessment of photometric errors is
needed as Cryo-NIRSP observations mature.

On this date, the observations faced a few technical
limitations related to facility/instrument commissioning. For
example, the time between disk center calibrations and the
observations is longer than desired due to some not-yet-
automated operations. During the observations, the telescope

elevation angle above the horizon ranged from 29° to 55°
between 19:14 and 22:08 UTC. At these wavelengths, the most
significant impact is on the quality of the scattered light
background removal, if the scattered spectral features evolve.
The Si X channel is the most sensitive as it contains many
strongly absorbing telluric H2O lines that are airmass-
dependent. Furthermore, clouds contaminated some of the
Si IX disk center data, which were discarded after examining
auxiliary light level information. Also, we note the relative
position of the instrument’s focal plane and the telescope
targeted coordinates has an error of up to ∼10″ on this date.

3. Data Processing

The calibration of these data uses preliminary algorithms
intended for use in the production-level Cryo-NIRSP data
reduction pipeline and have many steps common to
existing grating-based spectropolarimeters (e.g., Lites &
Ichimoto 2013). Details of the production-level pipeline will
be available in due course. Below we concentrate on the
aspects of the processing particular to coronagraphic observa-
tions, in particular the removal of the scattered light back-
ground. The results of this process are shown in Figure 2,
wherein the original spectral range is cropped so as to show the
equivalent range in velocity units (±150 km s−1); the original
data extend over >±550 km s−1 for each line. As shown, we
detect all four targeted spectral lines over the full spatial extent
of the slit between 1.06 Re and 1.52 Re, which we examine
further through profile fits using a single Gaussian function.

3.1. Spectral Background Removal and Coronal Line Fitting

The observed off-limb signal, after dark and detector
linearity calibrations are applied, is a combination of solar
coronal emission from excited lines (IE), the coronal con-
tinuum, and parasitic photospheric light scattered into the line
of sight. We here do not explicitly discuss flat-field
inhomogeneity; instead, we rely on median smoothing of
between 2″ and 4″ along the slit to mitigate weak pixel-by-pixel
variations. Assuming the coronal continuum is dominated by
the line-free Thomson-scattered K-corona (IK), we can write the
total observed signal as

I I I I , 1E Kobs Scattered( ) ( ) ( )l l= + +

G I , 2E Background( ) ( ) ( )l l» +

where the second equation further approximates the coronal
line signal as a Gaussian function and the background as one
term that must be inferred from the available calibration data
or, alternatively, modeled. In the best case, the spectral
variations of the background term can be easily inferred from
flat-field calibrations; however, this is not always straightfor-
ward. Systematic artifacts unique to each bandpass, such as
unstable interference fringes or instrument instabilities, can
challenge and influence the strategies used to remove the
background. Furthermore, each coronal line is partially or
significantly blended with photospheric and/or telluric lines, as
discussed by Ali et al. (2022). Any changes in the scattered
spectral profiles between the coronal observations and the
calibrations, e.g., line shifts due to changing Doppler velocities
or evolution of the telluric absorption, will lead to errors. For
these commissioning data, we adapt our approach for each
bandpass separately.

Figure 1. A composite image on an inverse scale including LASCO/C2,
MLSO/KCOR, and SDO/AIA 193 Å data. The Cryo-NIRSP radial slit
locations are shown by white and black radial oriented arrows and relative to
the outer DKIST central pointing limit (dashed gold line at 1.5 Re) and the
outer field of view accessible with Cryo-NIRSP (dotted gold line at 1.625 Re).
The MLSO/KCOR image has been processed with an NRGF (Morgan
et al. 2006).
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recently commissioned near the 3055 m summit of Haleakalā is
designed for high dynamic range coronal magnetometry. Here
we report the first DKIST/Cryogenic Near-Infrared Spectro-
polarimeter (Cryo-NIRSP) spectral observations of priority
coronal lines between 1 and 4 μm (see Table 1). In addition to
the more routinely observed Fe XIII line pair, we target Si X
1430 nm and Si IX 3934 nm, which Kuhn et al. (1999) and
Judge (1998) identified as promising candidates for coronal
magnetometry. Few ground-based observations of these lines
exist to date, as we review in Section 5.1. Section 2 first
introduces the Cryo-NIRSP instrument and supporting obser-
vations, followed in Section 3 by an analysis of the spectral line
parameters as a function of projected radial distance (i.e.,
elongation). Section 4 discusses global magnetohydrodynamic
(MHD) coronal models, provided by Predictive Sciences Inc.
(PSI), which we use to forward synthesize observables for
comparisons. Finally, Section 5 outlines the results of these first
DKIST observations in context with the supporting observa-
tions and the MHD models.

2. Observations

Cryo-NIRSP (Fehlmann et al. 2023) is a DKIST facility
instrument comprised of a cryogenically cooled, diffraction-
grating-based slit spectrograph that operates in tandem with a
cooled context imager. Both of these systems interface with the
5′ diameter field of view of the telescope, and a polarimetric
modulator can be deployed within the instrument to conduct
full Stokes polarimetry using both systems (dual-beam for the
spectrograph). The designed wavelength range of Cryo-NIRSP
spectrograph spans 1–5 μm; though, visible wavelengths may
also be accessible.

On 2022 February 14, Cryo-NIRSP executed a series of off-
limb coronal observations in its spectroscopic-mode without
the polarimetric modulator deployed. These observations were
in support of Cryo-NIRSP verification efforts as well as
ongoing characterization efforts of the telescope’s primary
mirror scattered light performance. DKIST periodically wet-
washes its primary mirror in place, the second iteration of
which was executed 10 days prior to these observations.
Daytime sky conditions, estimated using an Evans Sky
Photometer (Evans 1948), indicated a sky background
contribution to the overall scattered light of approximately 40
millionths of the solar disk brightness at green wavelengths
approximately three solar radii (Re) from the disk center.

Table 2 summarizes the sequence of spectrograph observations
studied here; some auxiliary calibration data are not explicitly
listed. Off limb, the slit was oriented radially as shown in
Figure 1, which is a composite image combining whitelight data

from SOHO/LASCO/C2 (Brueckner et al. 1995; Domingo et al.
1995), polarized brightness (pB) data near 735 nm from the
COronal Solar Magnetism Observatory (COSMO) K-
coronagraph (K-Cor) at Mauna Loa Solar Observatory (MLSO:
DOI5), and 193Å bandpass emission from SDO/AIA (Pesnell
et al. 2012; Scherrer et al. 2012). These data, as well as all EUV
bandpasses from SDO/AIA, are discussed further in Section 5.
At a position angle (ψ) of 65° counterclockwise from solar

north, the Cryo-NIRSP radial slit observations included a low-
lying active region and an extended coronal streamer, which
were sampled using two telescope pointings to cover elonga-
tions from 1.06 to 1.52 Re with a small observational gap near
1.3 Re. For all observations, Cryo-NIRSP used its 0 5× 233″
slit, which yields spectral resolving powers of ∼40,000 and
0 12 pixel−1 sampling along the slit. The focal plane was
slightly offset relative to the detector on this date, reducing the
instantaneous field of view along the slit to 216″. The
dispersion increases with wavelength, i.e., 3.8, 4.3, 4.9, and
17.5 pm pixel−1, respectively.
The Teledyne H2RG detectors (Blank et al. 2011) used by

Cryo-NIRSP allow a nondestructive read mode wherein
successive reads integrate the photon flux until an array reset
is executed, as described by Fehlmann et al. (2023). This mode
increases the dynamic range achievable for targets with large
intensity ranges and can also improve the final noise
performance of a single observation (Rauscher et al. 2007).
For each coronal observation, we obtain multiple “up-the-
ramp” sequences in the fast readout mode with a total exposure
time per ramp sequence as recorded in Table 2. The exposure
time per single read is approximately 90 ms for these data, and
thus the number of readouts per ramp changes in proportion
with the total exposure time. For example, the 723 ms exposure

Table 1
Targeted Coronal Forbidden Lines

Ion λair (nm) Transition(u→ ℓ) log Teff Auℓ (s−1)

Fe XIII 1074.6 3s2 3p2 3P1→0 6.25 14.00
Fe XIII 1079.8 3s2 3p2 3P2→1 6.25 9.88
Si X 1430.1 2s2 2p 2P3/2→1/2 6.15 3.08
Si IX 3934.3 2s2 2p2 3P1→0 6.05 0.30

Note. log Teff is the base-10 logarithm of the temperature (K) of the maximum
ionization fraction calculated in CHIANTI v10 (Del Zanna et al. 2021). Auℓ is
the Einstein A coefficient corresponding to the inverse lifetime due to
spontaneous emission.

Table 2
Cryo-NIRSP Spectrograph Observations

Start
Time λ (Center) Targeta Attenuationb

Exp.
Time Elev.

UTC (nm) (HCR) (OD) (ms) (deg)

19:14 1074.7 Disk Center 4.26 3000 29
19:18 1079.8 Disk Center 4.26 723 30
19:24 1430.0 Disk Center 4.50 5000 31
20:23 1074.7 〈1.15, 65°〉 L 723 42
20:26 1074.7 〈1.40, 65°〉 L 723 43
20:31 1079.8 〈1.40, 65°〉 L 723 44
20:33 1079.8 〈1.15, 65°〉 L 723 44
20:43 1430.0 〈1.15, 65°〉 L 5000 46
20:46 1430.0 〈1.40, 65°〉 L 5000 46
20:51 1430.0 〈1.40, 0°〉 L 5000 47
20:56 1079.9 〈1.40, 0°〉 L 723 48
20:59 1074.7 〈1.40, 0°〉 L 723 48
21:37 3934.0 〈1.15, 65°〉 L 6600 53
21:42 3934.0 〈1.40, 65°〉 L 6600 53
22:08 3934.0 Disk Center 2.64 6600 55

Notes.
a Heliocentric-radial coordinates (HCR) specified by the impact parameter ρ,
i.e., the radial distance from the Sun’s center in solar radii units, and position
angle ψ measured counterclockwise from the projection of the solar north pole.
b Attenuation of the deployed feed optics filter measured as the optical density
(OD) at the observed wavelength.

5 https://doi.org/10.5065/d69g5jv8
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3.1.1. Fe XIII 1075 nm

The calibration challenges at 1075 nm are amplified by the
nonideal properties of the order-sorting filter used on this date.
The coronal line is transmitted through the filter’s blue wing,
and unfortunately, the filter bandwidth subsequently permits
leakage from neighboring orders (see Figures 5 and 18 of
Fehlmann et al. 2023). For 1075 nm at order 53, leakage of
wavelengths near 1095 nm from order 50 enter into the
observations, which also introduces±5% interference fringes
with a dominant period of ∼47 pixels. The filter’s center
wavelength also shifts along the slit and thus the fraction of the
signal corresponding to the “on-band” 1075 nm spectrum
varies and must be accounted for in the photometric calibration.
We derive a calibration curve (see Figure 4) that quantifies the
fraction of the signal that is on-band using an independent
component analysis, which is a matrix factorization technique
used for blind source separation (Hyvärinen & Oja 2000). This
approach works satisfactorily while a replacement filter is
provisioned for future observations.

To separate the coronal and background signals, we
optimize, in a least-squares sense, a fit to each observed
spectrum along the slit using Equation (2). The coronal line

contribution is well approximated as a Gaussian profile, while
the background term is inferred by modifying the solar-
illuminated flat-field observations. For the 1075 nm data, we
use flat-field spectra acquired above the north solar pole at 1.4
Re within a coronal hole where the intrinsic Fe XIII signal is
negligible compared to the northeast target. We use this
approach as the systematics within the polar spectral profiles
better match those of the northeast limb observations, likely
due to small temperature-induced changes amplified in the filter
bandpass wing. To preserve the photometry, we linearly scale
the amplitudes of these polar spectra to match the disk center
flat-fields. Even so, the flat-field spectral structure does not
fully reproduce the background without additional corrections
(see middle left panel of Figure 3). So, during each fit, we
optimize terms that apply a minor wavelength shift as well as
nonlinearly scale the flat-field spectral profiles, i.e., of the form

I I1 C( )a a- +l l l= , where λC refers to the continuum and α is
a free scaling parameter. We also add three constrained
sinusoidal components to model the residual interference
fringes. All flat-field modifications and the Gaussian coronal
line fit parameters are optimized using differential evolution
(Storn & Price 1997) and by applying appropriate weighting to

Figure 2. Background-corrected coronal slit spectra sampling radially between 1.06 and 1.52 Re at a solar position angle of 65°. Spectral radiance units are in
millionths of the disk center intensity at the observed wavelength. The spectral range shown in each panel is only a portion of the recorded data and corresponds to an
equal range in velocity units, here fixed to ±150 km s−1. The color scale is a power law normalized with a gamma factor of 0.5.
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DKIST GREGOR GST SST EST

fixed-band 
imagers VBI BBI, HiFI+ BFI

slit 
spectrographs

ViSP, CRYO-
NIRSP GRIS FISS TRIPPEL

tunable 
narrowband 

imagers 
(Fabry-Perot)

VTF VIS, NIRIS CRISP, 
CHROMIS 3

integral field 
spectrographs DL-NIRSP GRIS (MiHI), HeSP 4

Useless
Needs image reconstruction



• R = ~50.000


• ~1 s per wavelength at SNR = 
1000


• Narrow lines: 10 s per profile


• Wide lines: 30-100 s. 


• FOV = ~50x50 arcsec 


• Active region size: ~120 arcsec


• IRIS: 175 arcsec slit


• MUSE: 170x170 arcsec fast 
raster


➡ Larger FOV from ground 
desirable
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wavelength range has not yet been looked at. A more elaborate analysis of the dominant 
aberrations and the (im)possibility of compensation for such aberrations at small F-ratios is also 
forthcoming.


In spite of these caveats, we dare draw some tentative conclusions. The first is that improving the 
FOV significantly with the presently sized CRISP etalons is possible if we can tolerate a loss of 
spectral resolution which is about 20% at 525 nm, 16% at 630 nm and 11% at 845 nm, when 
changing the F-ratio from 165 (present CRISP) to 130. The other possibility is that we sacrifice  

image quality at 525 nm in order to maintain the same 
spectral resolution as with present-day CRISP at 845 nm.


In addition to the above possibility of increasing the FOV of 
CRISP by changing the F-ratio, going from a quadratic to 
circular FOV will increase the total area observed. This is 
illustrated in the Figure shown, where the square represents 
the present FOV of CRISP and the solid circle the FOV that 
can be obtained at F/130 with the same etalons as now, or 
new etalons with the same diameter.


The circular area observable at F/130 is 2.5 times larger 
than that with a quadratic FOV at F/165. Another 
comparison is that this area at F/130 is 3.2 times larger than 
that observable with VTF at DKIST (dashed circle), used at 
F/200 or planned for EST. Note that we have to expect that 
one day VTF may be rebuilt to operate at a smaller F-ratio 

than now, in which the FOV advantage of a new CRISP on 
SST may be lost. Another consideration, if we want to take into account possible future 
competition, is what kind of FPI system GREGOR will have?


A relevant question is whether MOMFBD image processing will work well enough with a circular 
FOV. In the context of EST, Mats Löfdahl has proposed to test whether MOMFBD will work after 
rotating the observed data by an arbitrary amount. If that works well, then we can always extract a 
quadratic FOV that is optimally aligned to the data from any other instrument, whether in space or 
on the ground. Another question is whether MOMFBD works, or can be made to work, with a 
subfield that partly extends beyond the circular FOV.


A comment is also that we are supposed to receive new etalons for CHROMIS and subsequently 
return the present CHROMIS etalons to ICOS. That would mean that ICOS can de-assemble, 
repolish and recoat the present CHROMIS etalons for the wavelengths of CRISP with an effort 
that is significantly below that of making new etalons. This should be reflected in the price for a 
new etalon system for CRISP being much lower with the present diameter than that of even a 
modest increase in the etalon diameter. In this context it is worth noting that the external wedges 
on CHROMIS (for eliminating ghost images) are superior on CHROMIS compared to those of 
CRISP. The former wedges exclude the outermost parts of the etalon plates, which simplifies 
clamping the etalons.


The question now is how to continue this investigation? What wavelengths should have priority for 
the new CRISP and what FOV is needed? If we wish to request a quotation from ICOS involving 
larger etalon diameters than now, we need Bo Lindberg to make a simple optical design study to 
estimate the overall length of the new system (there is a wall behind CRISP that presently imposes 
a constraint on the length of CRISP). Or, should we mount CRISP vertically instead of 
horizontally?


Other constraints 
According to the optical design document OptDes_CRISP_7.doc, CRISP was designed for 
circular FOV of 20.5 mm diameter on the entrance side. At that location, we have an F/46 system 
so the image scale is 4.576 arcsec per mm, which translates to a FOV with 94 arcsec diameter. 
According to the same design document, the re-imaging system operates as a F/168 system at 
the location of the FPIs, (NOTE! In several earlier calculations, I have assumed that to be an F/165 
system, which appears to be wrong!), such that the 20.5 mm FOV diameter corresponds to a 
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than now, in which the FOV advantage of a new CRISP on 



SST/CRISP2
• 120 arcsec circular FOV


• 500 nm -900 nm


• Start operations mid 2024



SST/CHROMIS



SST/CHROMIS

• 390 nm - 500 nm


• Polarimetry in Ca II H&K highly desirable


• FOV matching CRISP2 highly desirable 
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Fig. 1.—Six examples of / (left panels) and V (right panels) profiles obtained at different locations on the Sun for the H and K lines. Only the cores of the Ca n lines 
have been included to describe the observed V profiles (solid lines). The derivatives of / with respect to À are also plotted for comparison (dotted lines). They have been 
scaled to represent a 1000 G field strength, in the weak field approximation. The labels in each panel refer to Table 1. 
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SST/CHROMIS++

• CHROMIS allows 120 arcsec 
circular FOV


• procure 4.5k x 4.5k cameras


• 4.7 times larger FOV


• Add polarimetric modulator 
designed by De Wijn at HAO for 
permanent polarimetry


• Start operations mid 2024
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fixed-band 
imagers VBI BBI, HiFI+ BFI

slit 
spectrographs
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NIRSP GRIS FISS TRIPPEL

tunable 
narrowband 

imagers 
(Fabry-Perot)

VTF VIS, NIRIS CRISP, 
CHROMIS 3

integral field 
spectrographs DL-NIRSP GRIS (MiHI), HeSP 4

Useless
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Needs larger FOV



Integral field spectrographs

• Small FOV (~5x5 arcsec), but 2D 
unlike slit spectrographs! 

• Time coherent


• Large spectral range 


• Complicated to build, calibrate 
and operate
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Figure 7 Images of the BiFOIS-36 integral-field unit used for the high- and mid-resolution modes. Panel
a shows the interior of the mechanical housing during assembly with free-floating fiber ribbons connecting
from the densely packed image array (Panel d) to the array of four linear slits (Panel b). Panel c shows
a microscope image with the individual fiber cores in each ribbon resolved. Images a, c, d are provided
courtesy of Collimated Holes, Inc.

fiber core in the ribbon, in order to decrease the influence of intensity cross-talk between
fibers to the level of 3 fibers along the ribbon at 1565 nm. The fiber ribbon for BiFOIS-36
consists of a single column of 90 cores. The core spacing of 12 µm means that three fiber
cores are necessary to make one square resolution element, or “imaging pixel.” In the case of
BiFOIS-72, the fiber ribbon has been doubled up in both dimensions, with two columns of
180 cores each, and an imaging pixel consists of 6 × 2 cores. The properties of BiFOIS-36
and -72 are given in Table 5. These numbers are based on the nominal values for the fiber
dimensions, but the shape and size of the fiber ribbons are not completely uniform and show
some variation.

DKIST/DLNIRSP

Jaeggli et al., 2023



DKIST/DLNIRSP

• Fiber based 

• 500-1800 nm


• 64x40 pixels


• 2x2, 5x5 or 15x28 arcsec FOV
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Figure 19 The spatially reconstructed continuum intensity, Doppler velocity, and LOS magnetic field of the
leading pore in NOAA 12851 derived from a spectropolarimetric mosaic using the 630-, 1083-, and 1565-nm
channels of DL-NIRSP. Artifacts from the mosaic reconstruction are apparent, especially in the images from
the IR cameras.

the background signal composed of scattered light from the solar disk due to the Earth’s
atmosphere and from the telescope, as well as the coronal continuum. The coronal-emission-
line spectra for each arm were shifted in wavelength and averaged together to create the

Jaeggli et al., 2023
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Figure 20 An HMI cutout of the leading pore in NOAA 12851 covering the approximate region observed
with DL-NIRSP. The HMI images have been rotated so that solar north is down to match the orientation of
the DL-NIRSP maps.

Figure 21 A portion of the AIA
193-Å image taken near the time
of the DL-NIRSP coronal
observation. The stars indicate
the approximate observed
locations at 1.2 R! in the corona
over the active region and the
Sun’s north pole.

profiles shown in the top row of Figure 22. The same shifting and averaging was applied to
the spectra before background subtraction to show the total signal level in the observation;
these are shown in the bottom row of the figure.

NOAA 12853 was a fairly weak active region with no noticeable sunspots once it was
fully visible on the disk of the Sun. It should also be noted that these observations were taken
with DL-NIRSP in a mode that was not specifically intended for coronal measurements.
Despite these obstacles, the observations show unambiguous detections of the [Fe XI] line
at 789.2 nm, the [Fe XIII] line at 1074.7 nm, and even the [Si X] line at 1430.0 nm, which
has previously been very difficult to detect in ground-based observations (Penn and Kuhn,
1994; Dima, Kuhn, and Schad, 2019).

7. Conclusions and Outlook

Each instrument in the first-light suite of DKIST has different strengths. As an integral-field
spectropolarimeter, DL-NIRSP is the only DKIST instrument capable of obtaining simulta-
neous spatial and spectral information over a continuous 2D field of view. Its three simulta-
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Figure 22 Average coronal spectra 1.2 R! over active region NOAA 12853 measured with DL-NIRSP in
Mid-Res Mode. The wavelength scale has been converted to velocity units. The upper set of panels shows the
coronal emission-line profiles after background subtraction. The line profiles were fitted with a Gaussian pro-
file (red line) and the FWHM is listed in the upper right. The lower set of panels shows the total measurement
with the coronal emission line, coronal continuum, and scattered-light background contributions.

neous spectral channels target specific photospheric, chromospheric, and coronal diagnostics
at visible and infrared wavelengths that allow for observation of the polarized signatures of
the Sun’s magnetic field with high spectral resolution. It has a scanning mirror and three
spatial-resolution modes that allow for mosaics of regions up to 2′ × 2′ with different plate
scales. DL-NIRSP’s highly flexible design allows the user to make trade-offs between sensi-
tivity, cadence, spatial resolution, and field-of-view coverage to optimize for many different
science use cases, from diffraction-limited observations on-disk to sensitive observations in
the solar corona. DL-NIRSP receives the AO-corrected beam from the DKIST wavefront-
correction system and can operate alongside the other first-light instruments.

Many of the components of DL-NIRSP provided a technical challenge that pushed the
boundaries of what is possible for an instrument. DL-NIRSP incorporates custom compo-
nents, including the novel fiber-optic integral field units, high-performance narrow-band
filters, precision mechanisms, as well as camera systems specifically developed for this ap-
plication. The optical design including off-axis mirrors was met with a high-precision align-
ment process to achieve the necessary wavefront-error goals. While the performance of the
instrument is still being understood, DL-NIRSP has been used to carry out its first solar
observations of a magnetic active region on the solar disk and over an active region in the
corona. These first disk and coronal observations with DL-NIRSP show promise and set the
stage for future studies.

Although DL-NIRSP has only just been completed, there are already many major im-
provements and upgrades planned that will be implemented during early operations with
the instrument. The most exciting and impactful of these upgrades is the implementation of
the Machined Image Slicer IFU with a 36-µm slit width (MISI-36) to replace BiFOIS-36.
Functionally similar to the polished-glass image slicer for GRIS (Dominguez-Tagle et al.,
2022), MISI-36 would have spatial sampling and FOV equivalent to BiFOIS-36 but would

Jaeggli et al., 2023



GREGOR/GRIS

spectrograph. Two °at mirrors are inserted in the
path after the polarimeter in order to take the beam
back to the spectrograph optical axis and to com-
pensate for the di®erence in the path length with
respect to the slit mode.

From an operational point of view, observations
in IFU mode are conducted in a similar way to those
in slit mode, with the exception that the IFU pro-
vides the opportunity to observe a 2D region in one
shot. In addition, it has scanning capabilities with
the FOVSS to record a larger solar area. Both the
SSU and the FOVSS can cover roughly the same
area, although the IFU is most useful for fast small-
area scans. The second column of Table 1 shows the
speci¯cations of the IFU mode.

As described before, the entrance mask de¯nes
the FOV with precision in order to illuminate only
the useful part of the image slicer. The mask is
placed at the entrance of the FOVSS (see Fig. 4)
and has the same inclination as the slit mask (15!).
During the ¯rst campaigns it was a rectangle cut on
the aluminum coating over an SiO2 window. How-
ever, the small particles of dust present over the

inclined glass contaminated the spectra. Regular
cleaning of the mask was required. It was replaced in
2019 by a true-hole mask fabricated in a Si wafer
coated with protected aluminum. The wafers are as
good as any optical mirror since they have an in-
trinsic °atness better than 2!m over 150mm and
the rectangle, machined using etching, has errors of
the order of a few microns. This new mask improved
the quality of the spectra.

2.3. FOVSS

The FOVSS was designed to do 2D scans covering
the total FOV up to 60 00 " 60 00 (Esteves et al.,
2018). The scan size is con¯gurable by the user. The
FOVSS keeps the optical path length constant, re-
gardless of the scanning position over the FOV.
This condition is satis¯ed by means of three Scan-
ning Mirrors (SM), which change their positions
using three motors. Figure 1 includes the layout of
the FOVSS con¯guration and its components. The
entire assembly, with the exception of RS1, is
mounted on a common translation stage (TS) which

Fig. 3. Slicer, collimator and mini-slit numbering for identi¯cation purposes.

Fig. 4. (Color online) Pictures of the entrance mask in the IFU mode (left) and the slit mode (right). The IFU mode is showed with
sunlight over the mask. Here the FOVSS, the IFU (Zerodur block) and the polarimeter (metallic cylinder) are partially visible. In the
slit-mode picture the SSU and the polarimeter are clearly visible.

C. Dominguez-Tagle et al.
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• 3x6 arcsec FOV 

• 8 x 34 pixels


• 1000-2300 nm

through the polarimeter to the rest of the spectro-
graph. In IFU mode, the arrangement is di®erent
because of the available space and the size of the
optical components of the polarimeter. Figure 1
shows the layout of the IFU mode. An entrance
mask is placed at the telescope's focal plane to limit
the FOV to the size of the image slicer. The mask is
the ¯rst element of the Field of View Scan System
(FOVSS). This new scanning system is described in
Sec. 2.3. A reimaging system is incorporated in
order to place the IFU in a new focal plane. The
reimaging system is based on a classic collimator-
camera design and includes two mirrors (RS1 and
RS2). The image slicer of the IFU (shown at the top
of Fig. 1) is at the focal plane generated by the RS2
mirror.

The IFU covers an FOV of 6 00 ! 3 00 in a single
exposure. It is based on image slicer technology with
eight slicer mirrors of size 1:8mm! 0:1mm, each.
These mirrors cut a rectangular region of the image
at the focal plane and reorganize it into a long slit
formed by eight mini-slits. The whole IFU body is
fabricated in Zerodur to reduce thermal sensitivity
because the instrument works at room temperature.
The reorganization of the image from the image
slicer towards the output slit is accomplished by a
reimaging system, which has a classic collimator-
camera design. There is a pair of collimator and
camera mirrors for each slice. The optical design
evolved from the U-path described in Calcines et al.
(2014) to a Z-path, using spherical mirrors for the
collimator and camera. The system is designed to be

telecentric and includes a mask at the pupil plane to
reduce straylight. The eight beams have the pupil in
the same position so that one pupil mask works for
all of them. The output slit is arranged in two rows
of mini-slits in order to minimize geometrical dis-
tortion and optical aberrations. The optical design
is shown in Fig. 2. The insert shows the output mini-
slits illuminated with sunlight. There is red light at
the mini-slits because the IFU is fed by wavelengths
over 650 nm.

The collimator and camera mirrors are grouped
into arrays and their numbering is shown in Fig. 3.
It can be seen that the central mirrors in the image
slicer correspond to the edges of the collimator and
mini-slit arrays. After the mini-slits, the light path
continues to the polarimeter and the rest of the

Fig. 1. (Color online) Light path in the IFU mode. The telescope focus is at the bottom of the ¯gure (Mask). The light goes through
the FOVSS and the reimaging system up to the IFU and then continues towards the polarimeter. The light path distances (a)–(d) in
the FOVSS are shown next to its components, the entrance mask and the three SMs. The components for the reimaging system are
the two RS mirrors. Those for the IFU are the image slicer and the arrays of collimator and camera mirrors. The position of the
output mini-slits is also shown.

Fig. 2. (Color online) IFU optical layout. The light paths
generated by every slice of the image are represented in di®erent
colors. The insert shows a real image of the output mini-slits.
The layout orientation is left–right reversed, compared to that
in Fig. 1, in order to show the mini-slits projected towards the
reader.
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moves the system along the X-axis. The mask, plus
the SM1 and SM2 set are mechanically connected to
a second TS, which moves this set along the Y -axis.
Finally, the SM2 and SM3 set is mechanically con-
nected to a third TS which allows movement along
the X-axis independently of the ¯rst TS. TS1 and
TS2 allow the movement of the mask along the X-
and Y -axes, respectively, to enable 2D scanning.
TS3 uses the SM2 and SM3 set to compensate for
the optical path length as a function of the system
movement while scanning. The total optical path
length, determined by the sum of segments bþ cþ d
(shown in Fig. 1), is always constant.

Figure 5 shows a representation of the image
slicer and some possible scan positions over the
FOV, which is illustrated by a real-scale image from
the Sun (SDO/HMI continuum). The image slicer is
represented by a red rectangle, including the eight
slicer mirrors. The left frame represents a single
exposure over an area of 6 00 " 3 00. The black rec-
tangles in the right frame represent an example of a
3" 7 scan. The available scan movements are
represented by the arrows.

The FOVSS allows scans to be made following
di®erent patterns, such as those shown in Fig. 6.
The patterns called \-vertical" are also available
horizontally, to give transposed scanning patterns.
The initial scan position can be chosen between the
geometrical center or one corner of the full scan
pattern. Observers can choose the pattern that
better ¯ts the solar-feature dynamics they are
studying.

2.4. Performance of the IFU

As described in Sec. 2.2, the IFU has a set of colli-
mator and camera mirrors to arrange the FOV
into a slit. The mirror arrangement and numbering
(illustrated in Fig. 3) show that the central mirrors
in the image slicer correspond to the edges of the
collimator and mini-slit arrays. This layout pro-
duces some light contamination on the adjacent
mirrors. Figure 7 shows the IFU in operation and
gives an idea of the small dimensions of its compo-
nents. The size of each collimator and camera mir-
ror is 4:2mm" 4:5mm. One possible source of that

Fig. 5. Example of the IFU mode in a single position (left frame). The image slicer is represented by a red rectangle (FOV of
6 00 " 3 00). The right frame is an example of a 3" 7 scan (18 00 " 21 00). The available scan movements are represented by the arrows,
and an FOV up to 60 00 " 60 00 can be covered. The background image is from SDO/HMI continuum.

(a) (b) (c)

Fig. 6. Examples of the FOVSS scan patterns: (a) Raster-vertical, (b) Snake-vertical, and (c) Spiral-horizontal. The arrows
represent the movements that de¯ne the scan positions.
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GREGOR/GRIS

parameter retrieved during this process is the
amount of white stray light required for the spectral
¯t. The average value is 13.6% for both, slit and IFU
modes, indicating that the inclusion of the IFU does
not alter the performance of the spectrograph.

Figure 9 shows an example of the raw image of
IFU spectra seen at the detector. It was taken in
spectropolarimetric mode, so there are two groups
of eight spectra, corresponding to two orthogonal
states of polarization. The central wavelength is
15,650Å and the range is 40Å. There is an apparent
shift in wavelength between two consecutive spec-
tra. This e®ect is actually an optical shift due to the
arrangement of the mini-slits in two rows (as seen in
the insert of Fig. 2). Some bad pixels and the
readout structure (vertical lines) of the detector are
also present in this raw image. The pipeline removes
all these artifacts and corrects the optical shift. Five
spectral absorption lines are visible, Fe I 15,662.0Å
being the most intense one. The wavelengths of the
other Fe I absorption lines are: 15,645.0, 15,648.5,
15,652.9, and 15,665.2Å.

3.2. Examples of observations

Some examples of the data obtained with the IFU
are described below in order to show the instrument
capabilities, versatility, and performance.

3.2.1. 1! 1 temporal series of solar granulation

Figure 10 shows 30 snapshots of a time-series ob-
servation with a 1! 1 scan close to disk center. The
observations were done in single sampling mode in a
spectral region near 15,650Å. The FOV is 6 00 ! 3 00

with a spatial sampling of 0:135 00 ! 0:375 00. The
images in the ¯gure have been interpolated in the

Y -axis to have the same scale in both directions.
The time interval between successive images is 4 s,
for a total duration of 2min (the complete temporal
series lasts 20min). Each individual image (and the
polarized spectrum of all points in it) is obtained
from the accumulation of 10 exposures of 50ms in
each modulation state. The left block represents the
temporal evolution of the continuum intensity (time
runs from left to right and top to bottom). The
temporal evolution of the magnetogram is shown in
the right block. Each magnetogram has been
obtained after adding up 6 pixels (240mÅ) in the
blue wing of the circular polarization pro¯le of the
Fe I 15,648.5Å spectral line. The red circles indicate
a region where a small granule is growing inside an
initially broad intergranular lane. For simplicity,
the circle is only depicted in the ¯rst and last images
of the intensity and magnetogram series. The small
granule reaches its maximum size at around the
center of the series, and starts to fade slowly from
there on, without disappearing completely. At the
beginning of the series, negative polarities are
mainly present in the encircled region. In the sub-
sequent magnetograms, positive polarity patches
appear in-between, indicating a clear example of
°ux emergence.

The good spatial quality of these observations
indicates the excellent optical performance of the
IFU. It has to be noted, though, that the size of the
current detector (1 k! 1 k) prevents from having a
larger FOV and a ¯ner sampling, while recording
simultaneously the two orthogonal states produced
by the polarimeter. A larger detector can open the
possibility in the future for the spatial reconstruc-
tion of the data by using all the individual spectral
images combined with a speckle reconstruction

Fig. 10. Temporal series of a solar granulation obtained with a 1! 1 scan (6 00 ! 3 00), using the single sampling mode in a spectral
region near 15,650Å. Time varies from left to right and top to bottom with a cadence of 4 s, for a total duration of 2min. The left
block shows 30 images with the continuum intensity evolution. The right block shows the evolution of the magnetogram scaled at
"0:01 Ic, where Ic is the average continuum intensity. The red circles in the ¯rst and last images of the continuum intensity and
magnetogram series indicate a region with clear evolution of the granular and magnetic structures.

C. Dominguez-Tagle et al.
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SST/MiHI & HeSP
M. van Noort et al.: A prototype of a microlensed hyperspectral imager for solar observations

Fig. 1. Working principle of a microlens-based integral field spectro-
graph. The focal plane (left) is sampled with microlenses. The image
elements are then demagnified (center) and are finally dispersed (right).
The dispersion direction of the spectrograph is tilted with respect to the
grid direction of the MLA to avoid overlap of the spectra.

The current state of the art in solar instrumentation is that
for a critically sampled focal plane, an S/N of approximately 103

can be achieved at a spectral resolving power of 105 in approx-
imately 1s. With a fast, tunable filter at that resolving power, a
single spectral line can be sampled with approximately 10 points,
taking approximately 10 s. We consider these values to represent
the minimum requirements for an integral field spectrograph to
be of competitive value.

Because we aim to build a MiHI prototype, it makes sense
to restrict the spectral range to a single spectral window. This
is both easy to work with in a laboratory environment and has
been well studied in the past using other instruments, so that a
cross comparison of the results can be made. The window was
chosen around 6302 Å because the solar spectrum there contains
two magnetically sensitive Fe I lines that were also selected for
the spectropolarimeter (Lites et al. 2001) on board the Hinode
space telescope (Kosugi et al. 2007). Additionally, the spectrum
observed from the ground contains several telluric O2 lines that
provide a convenient wavelength reference for the spectra, and
the wavelength of 6302 Å is very close to a well-known Ne line
at 633 nm that is used in many commercially available He-Ne
lasers. This line can be readily used for alignment and calibration
purposes.

From the extensive work done with the Fe I line pair at 6301.5
and 6302.5 Å using Hinode SP data (e.g., Hinode Review Team
et al. 2019), it can be concluded that a spectral resolution of
2 ⇥ 105 is sufficient to capture most of the relevant features in
the solar spectrum at a spatial resolution of 0.2600. At the higher
spatial resolution that can be obtained with the best ground-
based solar telescopes at this wavelength, less spatial averaging
of spectral features leads to more complex line profiles, so that
the required spectral resolution is likely to be higher as well. We
thus aim for a spectral resolution R > 2 ⇥ 105, with a spectral
range at least as wide as that of the Hinode SP, while criti-
cally sampling the focal plane at the diffraction limit of a 1m
telescope.

2.2. Microlens design

To understand better why previous attempts to build such an
instrument did not produce data of high quality, we made an
attempt to model the instrument numerically. The key element
to model is clearly the MLA that is used to reduce the size of the
original image elements.

2.2.1. Numerical modeling

Because the dimensions of the micro-optical elements in a MLA
are somewhere between the domain of photonic structures and
that of classical optics, the modeling of a microlens system is

not accomplished easily using existing tools. Although photonic
modeling tools are in principle able to deal properly with the
very small scales, they are designed specifically to handle time-
dependent problems. Moreover, because the optical elements are
large compared to the wavelength of the light and these methods
require the light waves to be sampled accurately to return accu-
rate results, the computational grid needs to be very large and is
therefore very demanding computationally.

Considering the light propagating through the MLA to be
stationary, however, allows for the use of Huygens’ principle
(Huygens 1690). In this formalism, the electric field amplitude
and phase in the target plane at z0 = z are calculated by regard-
ing each point in the source plane at z0 = 0 to be a radiating point
source, s, with known phase and amplitude, Es. We can calculate
the amplitude and phase of the electric field in a target plane by
integration over the contributions from all points in the source
plane, using

Eo(x, y, z) =
z
i�

Z Z
Es(x0, y0, 0)

1
r2 e

�2i⇡r
� dx0dy0, (1)

where r =
p

(x � x0)2 + (y � y0)2 + z2 is the radial distance from
each point in the source plane to the point (x, y, z) in the
target plane.

In the regime where the Fresnel condition
h
(x � x0)2 + (y � y0)2

i
⌧ z�

is satisfied, the second-order terms in the exponent can be
neglected, and the integral can be conveniently approximated by
a convolution, which leads to the well-known transfer function
formalism. Unfortunately, with estimates of the probable dimen-
sions of the microlenses needed for the prototype, this expression
is already close to invalid for calculating the contribution of one
microlens of the array to the focal plane image at the position of
the neighboring microlens, which is necessary to determine the
pixel-to-pixel crosstalk.

To ensure accurate results, Eq. (1) was therefore evaluated
numerically on a high-density grid, without any further mathe-
matical approximations. While this is a simple task on a modern
CPU, the scaling with the number of points is not advantageous
and leads to a natural limit of about 1000 ⇥ 1000 grid points in
the source and the target planes used in the calculations. The
accuracy of the results was confirmed by verifying the robust-
ness of the results using a reduced grid density. The source code
of the computer program we used to carry out the calculations
presented here is available as part of an online archive of scripts
and codes1.

2.2.2. Optical concept

The evaluation of the beam properties by direct propagation for
various microlens sizes reveals that the beam properties of the
light leaving the MLA are not related to the optical configura-
tion before the MLA, but rather are set by the physical size of
the MLA relative to the wavelength of the light. The requirement
of critical sampling of the focal plane of the telescope indirectly
implies that the diffraction properties of the microlenses result in
a beam F-ratio of the outgoing beam that is approximately half
that of the incoming beam, independent of the plate scale of the
focal plane. It is therefore the diffraction limit of the MLA that
determines the F-ratio of the beam emerging from the MLA,
1 https://doi.org/10.5281/zenodo.7071196
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Fig. 10. Example of a dark-corrected MiHI data frame of a featureless solar scene. Clearly, the image recorded by the sensor, shown in the bottom
panel, is far from featureless and is dominated by spatial structure introduced by the MLA and by spectral features from the solar spectrum. These
features are more clearly visible in the middle panel, where the broader dark features are the solar absorption lines, and the narrow features are due
to absorption by O2 molecules in the Earth’s atmosphere. The wavelength direction is approximately horizontal throughout the image, but varies
somewhat due to image distortion. The measured signal level along the dashed red and blue lines in the middle panel is plotted in the top panel,
together with an indication of two telluric O2 lines and two solar Fe I lines that are present in the spectral band. The red line traces the spectrum
of a single MLA element with typical transmission properties, and the dark area traced by the blue line contains the spectrum of a misaligned
low-transmission MLA element. Clearly, the signal in the dark area still contains some spectral information of the corresponding MLA. The broad
dark slanted bands are the prefilter taper areas between two image rows.

were actually detected. This places the best estimate of the
overall transmission of telescope and instrument at approxi-
mately 4%.

4.3. Spectral resolution

Data with high spatial resolution are routinely acquired
using filtergraph-based instruments. Therefore, the spectral

performance is clearly the aspect of this type of instrument
that sets it apart from existing solar instrumentation. Estab-
lishing the spectral resolution of solar spectroscopic instru-
ments is traditionally accomplished by minimizing the differ-
ence between an average spectrum of the Sun at disk center
with the convolution of a high-resolution standard solar spec-
trum, convolved with the spectral PSF. This fit must be car-
ried out together with an estimate of the gray straylight (the
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SST/MiHI

M. van Noort and H.-P. Doerr: Data reduction and restoration of spectropolarimetric microlensed hyperspectral imager data

Fig. 14. Examples of restored photospheric data. Top panel: quiet Sun at disk center, in the spectral band 6299–6303 Å, moments after a bright
point has emerged. The spectral gray scale for Q, U, and V is ±2%. Bottom panel: orphan penumbra in AR12665, in the same spectral band as in
the top panel. The spectral gray scale for Q, U, and V is ±15%. All spatial scales are in arcseconds, and all wavelength scales are in Å.
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SST/HeSP

• 6x8 arcsec FOV 

• 55 x 70 pixels


• 1082.5 - 1085.4 nm


• Spectropolarimetry


• 4 Custom made InGaAs 
cameras with 2x1.5k pixels



SST/HeSP





DKIST GREGOR GST SST EST

fixed-band 
imagers VBI BBI, HiFI+ BFI

slit 
spectrographs
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tunable 
narrowband 

imagers 
(Fabry-Perot)

VTF VIS, NIRIS CRISP, 
CHROMIS 3

integral field 
spectrographs DL-NIRSP GRIS (MiHI), HeSP 4

Useless
Needs image reconstruction
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Conclusions

• the Sun is not so bright at the diffraction limit if SNR>1000 is needed.


• You can’t have it all, tradeoffs in xyλt coverage are inevitable. 

• But special instruments can give you a good part:


• Reconstructed slit spectrograph data (prototype 2017, production 
2025?)


• Large FOV Fabry-Perot instruments (2024)


• Microlens-based diffraction-limited imaging spectrographs 
(prototype 2016, production 2024?)


